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Abstract

In this paper, we present the Adapter-Bot, a generative chat-
bot that uses a fixed backbone conversational model such as
DialGPT (Zhang et al. 2019) and triggers on-demand dia-
logue skills via different adapters (Houlsby et al. 2019). Each
adapter can be trained independently, thus allowing a contin-
ual integration of skills without retraining the entire model.
Depending on the skills, the model is able to process mul-
tiple knowledge types, such as text, tables, and graphs, in a
seamless manner. The dialogue skills can be triggered auto-
matically via a dialogue manager, or manually, thus allowing
high-level control of the generated responses. At the current
stage, we have implemented 12 response styles (e.g., posi-
tive, negative etc.), 6 goal-oriented skills (e.g. weather infor-
mation, movie recommendation, etc.), and personalized and
emphatic responses.

Introduction

Large pre-trained language models have greatly improved
the state-of-the-art in many down-stream tasks. Similarly,
transformer-based conversational models trained on large
unlabeled human-to-human conversation (i.e. Reddit com-
ments) (Zhang et al. 2019; Adiwardana et al. 2020; Roller
et al. 2020) have shown excellent performance in modelling
human responses. These models are capable of generating
coherent and fluent responses.

Despite their capabilities, existing large conversational
models are unable to on-demand control generated re-
sponses. For instance, once these conversational language
models are fine-tuned on multiple conversational datasets,
there is no mechanism (e.g., control codes or latent vari-
ables) for controlling which response ‘skill’ to use. Further-
more, these conversational models are unable to add dia-
logue ‘skills’ continuously without retraining all the model
parameters. In advanced smart speakers such as Alexa, mul-
tiple skills can be added easily since the overall infrastruc-
ture is hard-coded, but in deep learning models, adding new
conversational skills, without catastrophically forgetting all
the previous ones, is challenging.

To overcome these challenges, we propose the Adapter-
Bot, a dialogue model that uses a fixed DialGPT (Zhang
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Figure 1: Adapter-Bot high-level architecture.
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et al. 2019) and triggers on-demand dialogue skills via dif-
ferent Adapters (Houlsby et al. 2019). Each adapter can
be trained independently, thus allowing a continual inte-
gration of skills without retraining the entire conversational
model. Moreover, we propose two interaction modes, auto-
matic and manual. In the first, we train a Dialogue Manager
(BERT (Devlin et al. 2019)) to select which adapter to use
give a certain dialogue history. In the second, we let the user
decide what style or skill to use for the response, to show
high-level control over the chatbot.

System Description
Adapter Bot

The Adapter-Bot is composed of a fixed DialoGPT
backbone, parameterized with ©, and a set of resid-
ual adapters (Houlsby et al. 2019), parameterized as
{61,---,6,}. Each of the adapter is indexed by its own
skill-id (i.e., index t refers to adapter ¢ with parameters 6;).
The skill-id can be either selected by the user or classified
by a neural dialogue manager. As illustrated by Figure 1,
given dialogue history X, and skill-id ¢, the Adapter-Bot re-
trieve external knowledge M, if need, then it generates the
response:

Y:f@,Ot(X7M7t)' (1)

We train the Adapter-Bot with multiple datasets, such
as Wizard-of-Wikipedia (Dinan et al. 2018), OpenDi-
alKG (Moon et al. 2019), Stanford-Multi-Domain (Eric et al.



2017), Empathetic Dialogue (Eric et al. 2017), Persona
Chat (Zhang et al. 2018; Dinan et al. 2019), and the syn-
thetic datasets generated by Plug-and-Play response style
controlling method (Madotto et al. 2020). We denote the di-
alogue datasets as D = {D',.-. | DP}, where each dataset
D! is made of dialogues with their corresponding meta-
knowledge M aligned. Then, we optimize the adapter pa-
rameters in 6; to minimize the negative log-likelihood over
the dataset of dialogues D? and its knowledge M. We eval-
uate our model using automatic evaluation by comparing it
with existing state-of-the-art conversational models, all the
results can be found in full version.

Dialogue Manager The dialogue manager is trained to se-
lect the right dialogue skill by predicting the index of the
residual adapter. More formally, given the dialogue history
X the dialogue manger predicts an index in 1,--- ,p. The
dialogue adapter can be any classifier, and it is trained using
the same set of dialogue datasets D, but instead of using the
response as supervision, we use the adapter index of the cor-
responding dialogue. For example, to select adapter ¢, we
train the dialogue manager to predict the index ¢ from the
dialogue histories in D¢,

Knowledge Retrieval We apply different strategies to re-
trieve knowledge from different sources. To fetch the rel-
evant information from Wikipedia, we use the TF-IDF re-
triever implemented by Chen et al. (2017), which computes
the dot product of the TF-IDF weighted vector between
the last user utterance and the Wikipedia articles. Then,
the first paragraph of the highest score article is used as
meta-information. To retrieve information from a knowledge
graph, we first extract the entities from user utterances and
match them with the entity node. Then we return the first-
order neighbours. We store the extracted sub-graph as set of
triples in the form (entity1, relation, entity2). To query the
online API (e.g., weather API), we use heuristic rules to ex-
tract the slot values (e.g., location) from dialogue context.

User Interface

To make the system easily accessible, we establish a web-
based demo, based on BotUI, for chatting with the Adapter-
Bot. The demo supports both manual-mode and auto-mode.
In addition to the above-mentioned dialogue skills, we also
add multiple features:

o Emotion Face Recognition We deploy a javascript-based
face emotion recognition model (face-api.js), for moni-
toring the involuntary reaction (Fan, Lam, and Li 2020)
of the user while interacting with the Adapter-Bot. This
model runs directly on the user browser; thus it does not
require sending any images to the server. This is important

for two reasons: privacy and real-time performance.

Text Emotion Recognition We deploy a text-based
emoji-classifier for text using deepMoji (Felbo et al.
2017). This is used to make the chat-bot more empathetic
by showing the corresponding emoji turn by turn in the
interface.
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Hi how are you?
I'm doing pretty good! How are you?

I am good too, what are you doing
these days?
)

I'm not doing much, but I like to do
things like going to the beach and
watching the sunset. &

cool, do you like surfing?
?_?
| do, especially when I'm on the
water. | was surprised that surfing
has been around since humans
began swimming in the ocean. &

Ask me anything...

m

The riding of waves has likely existed since humans

wimming

Figure 2: Adapter-Bot UL

o Toxic Classifier We deploy a toxic classifier to detect pos-
sible offensive responses from the model. The classifier,
BERT-base, is trained using the Toxic Comment Classifi-
cation Dataset and deployed using IBM docker-container.

Covid-19 To show the flexibility of our model, we im-
plement two further skills: Covid-19 QA (Su et al. 2020)
and Covid-19 fact-checker (Lee et al. 2020). The first is
accessed with an API-call that, given a question about
Covid-19, returns the answer based on a large repository
of scientific articles. The second is deploy with an adapter,
but instead of training it to generate a response, it is used
to score the falseness of a given claim. These two skills
can be triggered in manual-mode only, and they show how
the same backbone model can also be used to deploy non-
dialogue skills.

Visualization To show the grounding knowledge used
by the model at each turn we deploy three visualiza-
tion: graph, document (i.e., Wiki articles) and table (i.e.,
weather information). The visualization are developed us-
ing D3.js and an example of graph visualization is shown
in Figure 2.

Conclusion

In this paper, we presented the Adapter-Bot, a dialogue
model that is built with a fixed pre-trained conversational
model and multiple trainable light-weight adapters. The
model allows high-level control of different dialogue skills
and continuous skills integration. We preliminarily showed
8 goal-oriented skills, 12 response styles, and personalized
and emphatic responses. A web-based demo is established
to make the system easily accessible.


https://arxiv.org/pdf/2008.12579.pdf
https://github.com/botui/botui
https://github.com/justadudewhohacks/face-api.js/
https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge/data)
https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge/data)
https://github.com/IBM/MAX-Toxic-Comment-Classifier
https://d3js.org/
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