
An Entity-Aware Adversarial Domain Adaptation Network for Cross-Domain
Named Entity Recognition (Student Abstract)

Qi Peng, 1,2 Changmeng Zheng, 1,2 Yi Cai, 1,2∗ Tao Wang, 3 Haoran Xie, 4 Qing Li 5

1 School of Software Engineering, South China University of Technology, Guangzhou, China
2 Key Laboratory of Big Data and Intelligent Robot (South China University of Technology), Ministry of Education

3 Department of Biostatistics and Health Informatics, King’s College London
4 Department of Computing and Decision Sciences, Lingnan University, Hong Kong, China

5 Department of Computing, Hong Kong Polytechnic University, Hong Kong, China
{se pengqi, sethecharm}@mail.scut.edu.cn, ycai@scut.edu.cn, {wtgmme, hrxie2}@gmail.com, csqli@comp.polyu.edu.hk

Abstract
Existing methods for named entity recognition are critically
relied on labeled data. To handle the situation that the data is
fully-unlabeled, we propose an entity-aware adversarial do-
main adaptation network, which utilizes the labeled source
data and then adapts to unlabeled target domain. We first ap-
ply adversarial training to reduce the distribution gap between
different domains. Furthermore, we introduce an entity-aware
attention to guide adversarial process to achieve the align-
ment of entity features. The experiment shows that our model
outperforms the state-of-the-art approaches.

Introduction
Named entity recognition (NER) is a task that seeks to lo-
cate and classify named entity mentions in unstructured text
into pre-defined categories. Existing NER models achieve
good performance by using a large amount of labeled data.
However, In some domain the data is fully-unlabeled. To
deal with the problem, existing domain adaptation method
utilizes language model to transfer NER knowledge from
labeled source to unlabeled target domain (Jia, Liang, and
Zhang 2019). However, the data distributions between dif-
ferent domains are disparate, which are not taken into ac-
count by language model. As a result, knowledge from
source domain cannot be fully transferred to the target do-
main, which leads to poor performance in target domain. We
consider it is a good choice to utilize adversarial training,
which learns transferable features to match data distributions
across domains and minimizes domain discrepancy distance.

Although adversarial training can align distributions be-
tween different domains, it aligns the whole source and tar-
get distributions without considering the fine-grained align-
ment on entity features, as shown in Figure 1. The false
alignment of entity features will cause such consequence
that the entity information in source cannot be well trans-
ferred to target domain, which will lead to incorrect entities
prediction in target domain. To deal with the problem, we
need to give higher attention to entity features in adversarial
training to achieve entity-level alignment.
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Figure 1: The false alignment of entity features across differ-
ent domains. Adversarial training aligns the whole domain
distributions while ignores entity-level alignment.

In this paper, we propose an entity-aware adversarial do-
main adaptation network for cross-domain NER. We apply
adversarial training to reduce domain distribution shift. In
addition, we introduce an entity-aware attention mechanism,
which uses the entity information to guide the adversarial
training to align entity features across different domains. We
evaluate the proposed method through conducting experi-
ment on different datasets. The experimental result shows
that the proposed model outperforms other existing models.

Our Model
Input Layer For a given sentence x in source or target do-
main, we first map each word to word-level embedding us-
ing pretrained Glove. Then we propose two feature extrac-
tors, the NER-specific LSTM and the Adversarial-specific
(Adv-specific) LSTM, and the hidden states of different fea-
ture extractor can be computed as follows.

hN = BiLSTM(x; θN ) (1)

hA = BiLSTM(x; θA) (2)

where θN and θA represent the parameters of NER-specific
LSTM and Adversarial-specific LSTM, respectively.

Entity-Aware Attention Layer To obtain domain-
invariant entity features, we propose entity-aware attention
to exploit entity information to guide the adversarial train-
ing. Entity-aware attention mechanism will utilize implicit
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entity information to give entity feature higher attention
score, which influences adversarial training process and
gets a better entity-level alignment. We choose multi-head
attention as our attention mechanism:

hEA =MHA(hN ,hA) (3)

where MHA(·) denotes multi-head attention; hN is the
query sequence. hN is NER-specific feature extractor out-
put, thus its hidden states contain entity information implic-
itly, which will guide hA focus on the entity feature. Finally
the entity-aware adversarial feature hEA is generated.

Adversarial Training To reduce the distribution gap of
entity-aware adversarial features hEA between source and
target domain, we exploit adversarial training. Specially, we
set a domain discriminator, which takes the feature hEA as
input and attempts to discriminate the domain of the feature.
The overall domain adversarial training loss:

LAdv = min
θd

(max
θf

(
1

ns + nt

ns+nt∑
i=1

Di)) (4)

ns and nt indicate the number of training samples in source
and target domain, respectively; θd and θf denotes the pa-
rameters of domain discriminator and feature extractor, re-
spectively; Di is the loss of ith sample in the discriminator.

Label Decoder Given hc = hN ⊕ hEA as input feature,
we use standard conditional random field as our NER label
decoder. The label decoder is trained by source data in the
training stage because only source domain has labeled data.

Experiment
Datasets
CoNLL. A collection of newswire articles from Reuters
Corpus (Tjong Kim Sang and De Meulder 2003). It belongs
to newswire domain and the language style is formal.
Twitter. The dataset is a collection of tweets posted by
Twitter users (Zhang et al. 2018), which belongs to social
media domain. The language style is more casual and the
semantic information is sparse in most cases.

Baseline Methods
We compare our models with several unsupervised cross-
domain NER models, including Transfer model (We train
Bi-LSTM+CRF on source data and test on target data. Trans.
for short.), DANN (Ganin et al. 2016), Cross-Domain+LM
(CDLM for short.) (Jia, Liang, and Zhang 2019).

Experimental Results
We use precision, recall and F1 score as our evaluation met-
rics. The results are shown in table 1. C → T means we use
CoNLL as source data and Twitter as target data; T → C
means we use Twitter as source data and CoNLL as target
data. We can find that when transferring from CoNLL to
Twitter or from Twitter to CoNLL, the SOTA method CDLM
has a bad performance. It may be due to the context pat-
terns between news and twitter differ greatly, thus the lan-
guage model can not accomplish knowledge transfer well.

Model C → T T → C
Metric P(%) R(%) F(%) P(%) R(%) F(%)
Trans. 44.84 57.86 50.52 74.23 63.54 68.47
DANN 45.59 58.70 51.33 74.56 64.43 69.13
CDLM 59.41 44.53 50.91 61.69 52.00 56.55

Our 51.73 58.01 54.69 76.84 65.60 70.77

Table 1: Experiments on different transferring situations.

Model P(%) R(%) F1(%)
Base 45.12 56.68 50.24

Base+AT 47.15 58.61 52.26
Base+AT+EA-att 51.73 58.01 54.69

Table 2: Results of ablation study.

While our model take the distribution of entity features into
account without the influence of context patterns, thus our
model can get a better performance. To evaluate the contri-
bution of adversarial training and entity-aware attention, we
implement the ablation experiment, which is shown in ta-
ble 2. We choose C → T as transferring setting. AT and EA-
att represent the added adversarial training and entity-aware
attention module, respectively. With AT and EA-att module,
the transferring result has a significant improvement.

Conclusion
In this paper, we propose an entity-aware adversarial do-
main adaptation network. Our model bridges the distribu-
tion gap between different domains by applying adversar-
ial training. Furthermore, we introduce the entity-aware at-
tention to achieve entity-level alignment during adversarial
training. Experiments on different datasets show that our
model outperforms other existing models.
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