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Abstract 
Sarcasm often relates to people’s implicit discontent with cer-
tain products and policies. Existing research mainly focus on 
sarcasm detection, while the deep causal relationships in the 
full conversation remained unexplored. This paper formu-
lates a novel research question of sarcasm cause detection, 
and proposes an attention based model that simultaneously 
captures different semantic associations as well as the inner 
causal logics in multi-view manner. Experiments on public 
Reddit dataset prove the efficacy of the proposed model.   

Introduction 
Sarcasm are often used on social media, especially when 
people are disappointed with certain products, policies, and 
events. Detecting the cause of sarcasm could help the busi-
ness companies and management departments better under-
stand people’s attitudes, obtain effective feedbacks, and 
make timely adjustments. Here is an example of sarcastic 
conversation from the online forum Reddit, where people 
are discussing their use experience of headphone devices: 

Context (User A): … 1.5 hours per charge. Listen for 
an hour, the battery is running low. Wait 15-30min to 
charge them, rinse and repeat. Even with fast charging 
it gets annoying. 

Sarcasm response (User B): Just listen one ear at a time! 
 It can be seen that the poor battery performance leads to 
the discontent of both users, and triggers the ironic comment 
of user B. The cause of sarcasm uncovers the weak point of 
the headphone, and provides directions for the manufactory 
to improve their product. Similar situations also exist in pol-
icy and event-related discussions, where sarcasm cause de-
tection benefits the comprehension of people’s opinions and 
responses. Although the practical value is significant, there 
is few work related to identifying sarcasm causes from the 
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context at present. Existing research mainly regards the con-
text as an external information resource to detect sarcasm, 
while the potential causal relationships of the conversations 
remained unexplored. To mine the sarcasm cause, there are 
several challenges need to be addressed. First, the topic in 
one conversation is usually very specific, it’s difficult to dis-
tinguish the most relevant part to the sarcasm. In the above 
example, although the word charge appears repeatedly, the 
fundamental cause of sarcasm is the battery, not charging. 
Second, the sarcasm usually has deep semantics, and the 
causal relationships are hard to be identified. For example, 
the part listen for an hour and listen one ear at a time form a 
causal logic that using only one ear of the head-phone might 
last the listening time, such semantic association takes much 
effort to capture if without the full view of the scene. 
 In this paper, we formulate a novel research question of 
sarcasm cause detection, and propose an attention based 
multi-view model that simultaneously captures different se-
mantic associations, as well as the inner causal logics be-
tween the sarcasm and the context. Specifically, the model 
leverages the advantages of four different measurements to 
learn the semantic relevance in both word-wise and sen-
tence-wise. The importance of each measure is automati-
cally identified through attention mechanism (Bahdanau et 
al. 2014). In addition, the long-term semantics are captured 
in pair-level to discover the deep causal relationships from 
the full view. Experimental results on public Reddit datasets 
show the efficacy of this method. 

Proposed Model 
The sarcasm cause detection aims to identify the specific 
part of the context that provokes the user’s sarcasm. Given 
a sarcastic post 𝑆 and its context clause set {𝑐1, 𝑐2, … , 𝑐𝑚}, 
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for each possible sentence pair in {(𝑆, 𝑐1), … , (𝑆, 𝑐𝑚)}, the 
question is to determine whether the 𝑐i is the cause of 𝑆. 
Semantic Relevance Measure on Sentence-level. Sarcasm 
and its cause may exist different kinds of association pat-
terns. Previous research has proved the utility of explicitly 
modeling the association patterns from multiple information 
resources (Li et al. 2020). Therefore, we propose a hybrid 
measurement to obtain the semantic relevance feature from 
multi-view manner. After encoding through an attentive Bi-
LSTM layer (Hochreiter et al. 1997), the representation vec-
tors of sarcasm 𝑺 and clause 𝑪 are compared using the fol-
lowing four measures, i.e. taking the absolute value of 𝑺 −
𝑪 (Sub-abs measure), the square value of 𝑺 − 𝑪 (Sub-square 
measure), the Hadamard product, and the average value of 
𝑺 and 𝑪. The first two measures are used to show the dis-
tance vector of the sarcasm and the clause in semantic space, 
which captures the conflict and similar expressions in sen-
tence-wise. The Hadamard product and average operation 
are used to acquire the word-to-word semantics. Consider-
ing the measures might have different importance, the 
model adopts attention mechanism to learn their weights, 
then generates the final relevance representation 𝑹. 

𝑤𝑖 =
𝑒𝑥𝑝(𝑣𝑤

𝑇𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑖)

∑ 𝑒𝑥𝑝⁡(𝑣𝑤
𝑇𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑖)𝑖

 (1) 

𝑅 =∑ 𝑤𝑖𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑖
4

1
 (2) 

Causal Relationship Learning on Pair-level. To identify 
the causal relationships between two sentences, the model 
further learns the pair-level representations for each sarcasm 
and clause. This component first concatenates the embed-
dings of the sarcasm and the clause, then encodes the pair 
embedding through attentive Bi-LSTM. The final vector 𝑽 
is obtained by integrating the sentence representations 𝑺 and 
𝑪, the relevance feature 𝑹, as well as the pair representation 
𝑷. We use the standard cross-entropy as the objective loss. 

𝑉⁡ = ⁡𝑆 ⊕ 𝐶⨁𝑅⨁𝑃 (3) 

Experiments and Results 
Dataset. We constructed our experimental data from the 
public Reddit sarcasm dataset SARC (Khodak et.al, 2017). 
We extracted the sarcasm responses and their contexts of 7 
subreddits, then invited three annotators to label the cause 
clauses, the Fleiss’ kappa coefficient was 0.76. The con-
structed dataset includes 4987 clause pairs, with 1269 posi-
tive samples and 3663 negative samples. The training set, 
validation set, and test set are random split as 7:2:1. 
Baseline Methods. The proposed model is compared with: 
(1) TF-IDF+SVM, (2) CNN (Kim 2014), (3) LSTM. The 
baseline methods use the concatenation of sarcasm and 
clause vector as the final representation. We also compared 
the results of sentence-level component with single measure. 
The F1 score and AUC score are used as evaluations. 

Table 1. The Experimental Results of Each Meth 

Results. Table 1 shows the experimental results. It can be 
seen that our proposed model that uses both the sentence and 
pair-level components achieves the best performance. On 
the sentence-level component with single measure, the 
Hadamard product shows the best results, followed by Sub-
square measure, average operation and Sub-abs measure. 
One possible reason is the word-wise operation provides 
more detailed information. The Sub-square measure per-
forms better than average operation and Sub-abs measure, 
this might because the conflict semantics of sarcasm and its 
cause have more weights with Sub-square operation, which 
is a helpful feature on sarcasm cause detection. The results 
demonstrate that merging the measurements through atten-
tion mechanism is the most effective way to capture the dif-
ferent semantic associations on sentence-level. 
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Methods F1 AUC 
(1) TF-IDF+SVM 0.5906 0.4533 
(2) CNN 0.6774 0.5456 
(3) LSTM 0.6633 0.5312 

Proposed 
Model* 
(sentence-
level only) 

Sub-abs 0.6755 0.5523 
Sub-square 0.6809 0.5631 
Hadamard 0.6843 0.5626 
Average 0.6762 0.5818 
Merge by attention 0.7048 0.5937 

Proposed Model 
(sentence and pair-level) 0.7114 0.6292 
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