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Abstract
Citizen science refers to scientKobiific research that is car-
ried out by volunteers, often in collaboration with profes-
sional scientists. The spread of the internet has allowed vol-
unteers to contribute to citizen science projects in dramati-
cally new ways while creating scientific value and gaining
pedagogical and social benefits. Given the sheer size of avail-
able projects, finding the right project, which best suits the
user preferences and capabilities, has become a major chal-
lenge and is essential for keeping volunteers motivated and
active contributors. We address this challenge by developing
a system for personalizing project recommendations which
was fully deployed in the wild. We adapted several recom-
mendation algorithms to the citizen science domain from the
literature based on memory-based and model-based collabo-
rative filtering approaches. The algorithms were trained on
historical data of users’ interactions in the SciStarter plat-
form - a leading citizen science site - as well as their con-
tributions to different projects. The trained algorithms were
evaluated in SciStarter and involved hundreds of users who
were provided with personalized recommendations for new
projects they had not contributed to before. The results show
that using the new recommendation system led people to in-
creased participation in new SciStarter projects when com-
pared to groups that were recommended projects using non-
personalized recommendation approaches, and compared to
behavior before recommendations. In particular, the group of
volunteers receiving recommendations created by an SVD al-
gorithm (matrix factorization) exhibited the highest levels of
contributions to new projects, when compared to the other co-
horts. A follow-up survey conducted with the SciStarter com-
munity confirmed that users felt that the recommendations
matched their personal interests and goals. Based on these re-
sults, our recommendation system is now fully integrated into
the SciStarter portal, positively affecting hundreds of users
each week, and leading to social and educational benefits.

1 Introduction
Citizen science engages people in scientific research by col-
lecting, categorizing, transcribing, or analyzing scientific
data (Bonney et al. 2009; Funk, Gottfried, and Mitchell
2017; Brossard, Lewenstein, and Bonney 2005). These plat-
forms offer thousands of different projects which rely on the
contributions of volunteers to extend scientific knowledge.
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Citizen science brings significant scientific, pedagogical
and social benefits. It provides new ways for the public
to contribute to scientific research: Volunteers can share
and contribute to data monitoring and collection programs.
Community-based groups can generate ideas and engage
with scientists for advice, leadership, and program coordina-
tion (Silvertown 2009; Bonney et al. 2014; Ryan et al. 2018).
Citizen science can be used as an educational tool, allowing
students, educators and scientists to network and promote
new ideas to advance our understanding of the world (Vi-
tone et al. 2016). Lastly, citizen science contributes to social
inclusion by increasingly engaging volunteers from under-
represented and marginalised communities (Haywood and
Besley 2014; Sorensen et al. 2019).

SciStarter (scistarter.org) is an online citizen science hub
which aggregates over 3,000 projects that are imported
through partnerships with federal governments, NGOs, and
universities. It is the world’s largest catalogue of citizen sci-
ence projects. Projects span different topics, age groups, lo-
cation, etc. As of July 2020, SciStarter had 82,014 registered
users from diverse age groups, socio-economic and educa-
tional backgrounds. Hundreds of the projects use SciStarter
supported APIs to collect data from volunteers, who can
track their participation across projects in their SciStarter
dashboard. SciStarter maintains an active forum where vol-
unteers and researchers can communicate directly. In addi-
tion to its scientific contribution, SciStarter also plays an im-
portant educational and social role. It collaborates with dif-
ferent institutions (schools, universities, libraries, museums,
Girl Scouts, Discover magazine, and more) to customize cit-
izen science pathways, and participates in organized events
such as “Citizen Science Month” that promote hundreds of
projects all over the world.

Volunteers visit SciStarter in order to discover new
projects and keep up to date with community events. Ex-
amples of popular projects on the SciStarter platform in-
clude iNaturalist 1 in which users map and share observa-
tions of biodiversity across the globe; CoCoRaHS 2, where
volunteers share daily readings of precipitation; and Stall-
Catchers 3, where volunteers identify vessels in the brain as

1https://scistarter.org/seek-by-inaturalist
2https://scistarter.org/cocorahs-rain-hail-snow-network
3https://scistarter.org/stall-catchers-by-eyesonalz
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Figure 1: SciStarter User Interface

flowing or stalled. Figure 1 shows the SciStarter main page
window, including a search engine to locate projects, and a
featured project that is hand-selected by the SciStarter ad-
mins.

SciStarter is one of several large scale citizen science
portals, (such as Zooniverse (https://www.zooniverse.org/),
CitSci.org, and Anecdata.org) that host between hundreds
to thousands of different projects and connect volunteers,
researchers and educators. On the one hand, the breadth
and size of these portals provide an abundance of oppor-
tunities for volunteers to discover and contribute to new
projects. There is evidence showing that motivated volun-
teers can provide quality contributions for several citizen
science projects, increasing their social value in addition to
their scientific contributions (Larson et al. 2020). On the
other hand, the vast majority of citizen science volunteers
perform tasks regularly in very few projects (Ponciano and
Pereira 2019). To illustrate, Figure 2 shows a histogram of
the number of projects that users contributed to on the site
between 2017 and 2019. As shown by the figure, the major-
ity of active users in the SciStarter portal do not contribute to
more than a single project. A similar pattern of contributions
was observed in the Zooniverse citizen science portal (Segal
et al. 2018).

To help users discover new projects, SciStarter employs
a search engine where users can find projects according to
topics (e.g., Archaeology), activities (e.g., can be done on-
line), location (e.g., at a science center or zoo) or age groups.
However, recommending projects based on this tool has not
been successful. Our analysis shows that about 80% of users
do not use the search tool. In addition, data also shows that
when users do use the search engine, most of them do not
visit the projects that are outputted by the tool for their se-
lection. Clearly, a more sophisticated approach is needed in
this domain to match people with the right projects.

In this paper, we take an AI approach towards solving the
recommendation problem in citizen science: how to match
volunteers with new project recommendations in order to
increase the number of activities that volunteers contribute
to new projects on the SciStarter ecosystem. We match indi-
vidual volunteers with new projects based on the past history

Figure 2: Distribution of user participation in SciStarter
projects

of their interactions on the site (Dwivedi and Roshni 2017;
Amatriain 2013).

According to a report from the National Academies
of Sciences, Engineering, and Medicine (National
Academies of Sciences, Medicine et al. 2018), citizen
scientists’ motivations are “strongly affected by personal
interests,” and participants who engage in citizen science
over a long period of time “have successive opportunities to
broaden and deepen their involvement.” Thus our hypothesis
was twofold. First, that personalizing recommendations to
volunteers will increase their engagement in SciStarter and
improve scientific outcomes, as measured by the number of
projects that they contribute to, after being presented with
recommendations, as well as the extent of their contribu-
tions to these projects. Second, that users will be satisfied
with the recommendation tool and continue to be motivated
contributors to SciStarter.

Recommendation systems have been used in other do-
mains, such as e-commerce, news, and social media (It-
mazi and Gea 2006; Fleder and Hosanagar 2007; Klein-
erman et al. 2020). However, the nature of interaction in
citizen science is fundamentally different than these do-
mains. In citizen science, volunteers are actively encouraged
to contribute their time and effort to solve scientific prob-
lems (Cohn 2008). Most citizen scientists contribute to few
projects, compared to participants in online marketplaces
and news sites who consume multiple items (e.g., movie
recommendations). Thus solving the recommendation prob-
lem for citizen science can be considered a contribution from
both scientific and social perspectives.

To address these challenges, we adapted different recom-
mendation algorithms to the citizen science domain. Each
algorithm matches a user profile and the user’s past history
of interactions and outputs a ranking of the most relevant n
projects for the user, in decreasing order of relevance.

We conducted a randomized controlled study, in which
hundreds of registered SciStarter users were randomly di-
vided into cohorts, and assigned recommendations using dif-
ferent approaches. The first approach personalized projects
to participants by using memory-based collaborative filter-
ing algorithms (recommending projects to users based on
user or item similarity), and matrix factorization algorithms
(predicting the relevance of a new project to a user based on
learned latent spaces). These algorithms were compared to
two non-personalized algorithms: the first algorithm recom-
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mended the most popular projects to users, and the second
algorithm recommended promoted projects that were man-
ually determined by SciStarter admins at regular intervals
(e.g., promoting a biology based project for Science Day).

The results show that people receiving the personalized
recommendations were more likely to contribute to new
projects that they had never tried before and participated
more often in these projects when compared to participants
who received non-personalized recommendations, or com-
pared to behavior before the recommendations. In partic-
ular, the cohort of participants receiving recommendations
created by the matrix factorization algorithm exhibited the
highest levels of contributions to the recommended projects,
when compared to the other personalized groups.

In a follow-up survey conducted with the SciStarter com-
munity, volunteers expressed high satisfaction with the rec-
ommendation tool, providing further support for its positive
impact on engagement. Based on the positive results, our
recommendation system is now fully integrated with SciS-
tarter, providing recommendations to hundreds of users each
day, significantly increasing the number of contributions in
new projects by volunteers. This is the first study using AI
based recommendation algorithms in a large scale citizen
science platform.

2 Related Work
This research relates to past work in using AI to increase
participants’ motivation in citizen science research as well
as work in applying recommendation systems in real world
settings. We list relevant work in each of these two areas.

Active participation in citizen science projects through the
internet is growing fast (Nov, Arazy, and Anderson 2014; Ir-
win 2018). Yet, most participants participating in citizen sci-
ence projects perform only a few tasks each before leaving
the system (Rotman et al. 2012). For example, less than 10%
of all users contribute to more than 10 projects in the SciS-
tarter portal. This reflects a general trend in volunteer-based
crowdsourcing, whereby the majority of participants carry
out only a few tasks (Segal et al. 2016, 2015).

Ponciano et al. (2019) showed that although volunteers
tend to explore multiple projects in citizen science plat-
forms, they perform tasks regularly in just a few of them.
They also showed that volunteers recruited from other
projects on the platform tend to get more engaged than those
recruited outside the platform. This finding motivated our
approach to recommend suitable projects for SciStarter .

Several works have studied the motivations of participants
in citizen science. Kragh et al. (2016) showed that partici-
pants in citizen science projects are motivated by personal
interest and a desire to learn something new, as well as their
desire to volunteer and contribute to science. Raddic et al.
(2009) claimed that citizen scientists mostly exhibit interest
in a single topic, such as astronomy and zoology. The user
survey we conducted on SciStarter reveals participants’ in-
terests to be more diverse and span multiple projects.

Other works have designed interventions for the purpose
of increasing participants’ engagement in citizen science.
Segal et al. (2018; 2016) used AI planning to personalize

motivational message policies which significantly increase
users’ contributions. Laut et al. (2017) showed that partici-
pants’ contributions can be enhanced through the presence
of virtual peers.

Several approaches have used recommendation algo-
rithms to increase participants’ engagement in education and
social media settings. Labarthe et al. (2016) recommended
educational content for students in Massive Open Online
Courses (MOOCs) based on student profiles and their online
activities. Dwivedi et al. (2017) used collaborative filtering
to recommended online courses to students based on their
past grades. Freyne et al. (2009) generated recommendations
to users during sign-up to social network sites by leveraging
aggregated external data from other social media sites. In
contrast to these systems, users’ profiles in SciStarter do not
contain information relating to their project preferences, and
we do not have access to their task performance correctness
in the projects.

Lastly, we mention works suggesting novel recommen-
dation algorithms to provide recommendations to users that
were not evaluated in online settings. Wu et al. (2017) for-
mulated the optimization of long-term user engagement as
a sequential decision making problem, where a recommen-
dation is based on both the estimated immediate user click
and the expected number of clicks in the future. Lin et
al. (2014) developed a recommendation system for crowd-
sourcing tasks which incorporates negative feedback (tasks
that the user chose not to do) into a recommendation system
using collaborative filtering. Both of these approaches rely
on long term interaction with the user that is absent in our
citizen science setting.

3 Methodology
Our approach to solve the recommendation problem in cit-
izen science needed to address the following challenges:
Most volunteers contribute to very few projects, and sel-
dom return to the SciStarter portal after having chosen a
project. In addition, only 153 projects (out of 3,000) ac-
tively report back a clickstream of user behavior to SciS-
tarter. Lastly, many projects do not include content-based
information such as topic, location and project description.

To address these challenges we adapted several canonical
algorithms from the recommendation systems literature that
do not rely on content or project-specific information. We re-
stricted the training of the models to about 6,000 users who
contributed to at least 2 projects, and measured the users’
project clicks on the SciStarter website in addition to their
active contributions to those projects that provide SciStarter
with clickstream data. Each algorithm receives as input a
target user and the number of recommendations to gener-
ate. The algorithm returns a ranking of the recommended
projects in decreasing order of relevance for the user.

3.1 User-based KNN Collaborative Filtering
Collaborative filtering assumes that users with a history of
contributing to the same projects would prefer to contribute
to the same projects in the future. A user-based KNN col-
laborative filtering algorithm (Ning, Desrosiers, and Karypis
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2015), identifies for each user u a set of k “neighbors” (users
with similar histories as u, in that they interacted with the
same projects). Then, we can recommend to u new projects
that other users in her “neighborhood” have interacted with.
For example, if both users u1 and u2 have contributed in the
past to projects CoCoRaHS and Globe at Night, and u2 has
also contributed to project Stall Catchers, then Stall Catchers
may be a suitable recommendation for u1.

To determine whether users belong to the same neighbor-
hood, we need to measure how similar they are in their past
interactions with projects. We use the popular cosine sim-
ilarity (Breese, Heckerman, and Kadie 1998), originating
from measuring the angle between vectors. For binary set-
tings, where users either contributed to a project or not, the
cosine similarity may be computed using:

sim(u1, u2) =
|Iu1
∩ Iu2

|
|Iu1 | · |Iu2 |

(1)

where Iu is the set of projects that user u has contributed to.
Then, we compute a score for each project i that u has not
interacted with:

r̂u,i =
∑

u′∈neighbors(u),i∈Iu′

sim(u, u′) (2)

that is, we go over all users in the neighborhood of u who
have interacted with i and sum their similarities to u. We
order the list of recommendations by decreasing r̂u,i.

In our domain, where users interact only with a small
number of projects, we optimize the size of the neighbor-
hood differently for each user u to be sufficiently high
(threshold set empirically) such that there is a sufficient
number of projects to recommend for u.

3.2 Item-based Collaborative Filtering
An orthogonal approach to the user-based KNN approach is
an item-based KNN approach, where we compute for each
project a neighborhood of other projects that similar users
have interacted with (Schafer et al. 2007). For example,
our data shows that 83% of users who have contributed to
the project Never-Home-Alone (a project surveying wildlife
in the home) have also contributed to project iNaturalist.
Therefore we may recommend iNaturalist for a user who
has already contributed to Never-Home-Alone”.

Again, we require a similarity metric between items. The
cosine similarity for items can be computed using:

sim(i1, i2) =
|Ui1 ∩ Ui2 |
|Ui1 | · |Ui2 |

(3)

where Ui is the set of users who have contributed to project
i. We then compute a score for item i that user u has not yet
interacted with:

r̂u,i =
∑
i′∈Iu

sim(i, i′) (4)

and order the recommendation list by decreasing r̂u,i.

3.3 Matrix Factorization
A more sophisticated approach attempts to identify latent
features that characterize users and items. We compute for
each user u and item i a vector of latent features (pu and qi,
respectively), such that when the inner product between the
vectors pu · qi is high, then u is likely to prefer i.

A well known approach for computing the latent vectors
is the matrix factorization approach (Koren, Bell, and Volin-
sky 2009; Koren and Bell 2015). We consider the user-item
interaction as a matrix R|U |×|I|, where each row represents a
user, and each column represent an item, and ru,i, the value
in a cell, is 1, if the user u has interacted with item i. Then,
we compute two matrices P|U |×k and Q|I|×k, where k is a
predefined number of latent features, such that R ≈ PQT .

The matrix factorization approach is very popular in rec-
ommendation system research, and there are many methods
for computing the matrices P and Q. Here, we chose to use
the SV D algorithm (Sarwar et al. 2002) for computing the
latent features.

Following the factorization of R into P and Q, which is
computed offline, we recommend items for a user u by de-
creasing r̂u,i: r̂u,i = pu · qi.

4 Results
The first part of the study compares the performance of the
different algorithms to predict user behavior on historical
SciStarter Data without the recommendation systems. The
second part of the study implements a recommendation sys-
tem in SciStarter, and actively assigns recommendations to
users using the different algorithms. IRB approval to run the
study was granted by the universities sponsoring the study.

4.1 Offline Study
The training set for all algorithms consisted of historical data
collected between January 2012 to September 2019. It in-
cluded 6353 users who contributed to 153 affiliate projects
that use a dedicated API to report back to SciStarter each
time a logged in SciStarter user has contributed data or an-
alyzed data on that project’s website or app. As data of
contributions and participation only existed for the affili-
ate projects, we only used these projects in the study. We
chronologically split the data using cross-set validation into
train and test sets such that 10% of the latest interactions
from each user are selected for the test set and the remain-
ing 90% of the interactions are used for the train set. We
also considered a non-personalized algorithm that recom-
mended projects according to their popularity (the number
of users who contribute to projects). Such algorithms have
been shown to provide good results in several deployed
recommendation systems (Ahn 2006; Jonnalagedda et al.
2016).

We evaluate the prediction accuracy of the top-n recom-
mendation algorithms for n = 3, 5, 7 and 10 projects us-
ing the precision metric. This range of 3− 10 items reflects
the range of recommendations presented to the user on the
SciStarter site. We also consider the hit rate (percentage of
instances when the user visited at least one of the projects
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Figure 3: Precision results on offline data

that were predicted), which is commonly used in settings in
which users consume few items (Wang, Guo, and Xu 2015)

Fig 3 shows results of the precision metric for the 4 ex-
amined algorithms for different numbers of recommended
projects. As can be seen from the figure, collaborative filter-
ing Item-based and user-based are the best algorithms and
their performance is higher than popularity and SVD for the
data points measured. The popularity recommendation algo-
rithm generated the lowest performance.

An interesting result is that for all algorithms, precision
drop drastically when recommending n = 5 projects and
continues to decrease for n = 7 etc. The reason for this
decline is that in citizen science, volunteers generally con-
tribute to a low number of projects. For example, when
n = 5, and the volunteer visited one of the new projects rec-
ommended by the algorithm, its precision rate will be 1/5,
despite the fact that the algorithm was actually successful in
getting the user to try a new project.

Fig 4 shows the hit rate of the different algorithms, de-
fined as the percentage of instances in which users accessed
at least one project that was recommended to them (Wang,
Guo, and Xu 2015). The hit rate for all algorithms rises
consistently as the number of recommended projects in-
crease. The difference between user-based collaborative fil-
tering and SVD was statistically significant for each n us-
ing Mann-Whitney tests. (for n = 3, the default number
of recommendations provided by the recommendation sys-
tem in the online study, Mann-Whitney parameters were
U = 376424.0, p < 0.05)

4.2 Online Study
The second part of the study was an online experiment.
Users who logged on to SciStarter starting on December
2nd, 2019 were randomly assigned to one of 5 cohorts, each
providing recommendations based on a different approach:
(1) Item-based collaborative filtering, (2) User-based col-
laborative filtering, (3) Matrix factorization, (4) Most popu-
lar projects, (5) Promoted projects. Projects in this category
were manually determined by SciStarter and often aligned
with social initiatives and current events. Examples of such
projects included FluNearYou (flunearyou.org), in which in-
dividuals report flu symptoms online, and was one of the
promoted projects during the initial COVID-19 outbreak.

Figure 4: HitRate on offline data

Figure 5: Screenshot of recommendation tool for user “John
Smith”.

These projects are changed periodically by the SciStarter ad-
ministrators.

The recommendation tool was active on SciStarter for 3
months. Users who logged on during that time were ran-
domly divided into cohorts, each receiving a recommenda-
tion from a different algorithm. Each cohort had 42 or 43
users. The recommendations were embedded in the user’s
dashboard in decreasing order of relevance, in sets of three,
from left to right. Users could scroll to reveal more projects
in decreasing or increasing order of relevance. Figure 5
shows the top three recommended projects for a target user.

All registered users in SciStarter received notification via
email about the study, stating that the “new SciStarter AI
feature provides personalized recommended projects based
on your activity and interests.” A link to a blog post con-
taining more detailed explanations of recommendation algo-
rithms and their role in the study was supplied.4 Addition-
ally, the study privacy policy was explained and users were
given the option to opt out of receiving recommendations at
any point in the experiment. In practice, none of the partici-
pants selected the opt out option at any point in time.

Figure 6 (top) shows the average hit rate (defined as the
percentage of instances in which users accessed at least one
project that was recommended to them) and Figure 6 (bot-
tom) shows the average click trough rate (defined as the ra-
tio of recommended projects that the users accessed). As
shown by the Figure, both measures show a consistent trend,

4https://blog.scistarter.org/2019/09/smart-project-
recommendations-on-scistarter/
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Figure 6: Hit rate (top) and Click through rate (bottom) and
measures for online study

in which the user-based collaborative algorithms achieved
the best performance, while the promoted projects method
achieving worse performance. Despite the trend, the differ-
ences between conditions were not statistically significant in
the p < 0.05 range. We attribute this to measuring clicks
on recommended projects rather than actual contributions
which is the most important aspect for citizen science.

To address this gap we defined two new measures that
consider the contributions made by participants to projects,
which constitutes the system utility as identified by Gu-
nawardana and Shani (Gunawardana and Shani 2009). The
measures include the average number of activities that users
carried out in recommended projects (RecE), and the av-
erage number of activities that users carried out in non-
recommended projects (NoRecE). Figure 7 compares the
different algorithms according to these two measures. The
results show that users assigned to the intelligent recom-
mendation conditions performed significantly more activ-
ities in recommended projects than those assigned to the
popularity and promoted projects conditions. Also, users in
the SVD algorithm performed significantly less activities
in non-recommended projects than the popularity and pro-
moted projects conditions. These results were statistically
significant according to Mann-Whitney tests (p < 0.05).

Lastly, we measure the average number of sessions for
users in the different conditions, where sessions are defined
as a continuous length of time in which the user is active in
a project. Figure 8 shows the average number of sessions for
users in the different cohorts, including the number of ses-
sions for the historical data used to train the algorithms, in
which no recommendations were provided. The results show
that users receiving recommendations from the personalized
algorithms performed more sessions than the number of ses-
sions in historical data. These results are statistically signif-
icant in the p < 0.05 range using Mann-Whitney tests. Al-

Figure 7: Average activities on recommended projects
(RecE), and on non-recommended projects (NoRecE) for
each condition

Figure 8: Average number of sessions for each condition

though there is a clear trend that users in the SV D condition
achieved the highest number of sessions, these results were
not significant in the p < 0.05 range.

To explain SVD’s good performance in the online study,
we first note that SVD is considered as a leading algorithm
in the domain of recommendation systems (Sadek 2012).
Second, in our setting, SVD tended to generate recommen-
dations that participants had not heard about before which
seemed to resonate with many participants. As one partic-
ipant remarked: “I am more interested in projects I didn’t
know existed before”.

Lastly, we note the obstacles we encountered when car-
rying out the study. The first obstacle we encountered was
the small number of relevant projects that could be recom-
mended. Out of 3000 projects that SciStarter offers, we re-
stricted ourselves to 153 affiliate projects which actively pro-
vide data of users’ interactions. Another obstacle was that
we were constrained to a subset of users who log on to the
SciStarter platform and use it as a portal for contributing to
the project, rather than accessing the project directly. Out
of the 65,000 registered users of SciStarter, only a small
percentage are logged in to both SciStarter and an affiliate
project. As a result, we have relatively few users getting rec-
ommendations. In addition, some of SciStarter’s projects are
location-specific and can only be performed by users in the
same physical location. (e.g collecting a water sample from
a particular lake located in a particular city). Therefore, we
kept track of users’ location and restricted our recommen-
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How satisfied are you with the recommendation tool?

Did you click on one (or more) of the recommended
projects?

Figure 9: User satisfaction with recommendation tool (top)
and User self report on clicking on recommended project
(bottom)

dation system to be a location-based system, which recom-
mends users with projects they are able to participate in.

4.3 User Study
In order to learn the users’ opinion on the recommendations
and their level of satisfaction, we conducted a survey with
SciStarter’s users. Our survey invitation was sent to all SciS-
tarter community users. One hundred and thirty eight users
have filled the survey, where each user was asked about
the recommendations presented to them by the algorithm
they were assigned to. The survey included questions about
users’ overall satisfaction with the recommendation tool as
well as questions about their pattern of behavior before and
after the recommendations.

The majority of users (73.3%; Responses 4 and 5 on a
five-level Likert scale) were satisfied with the recommenda-
tion tool (Figure 9 top) and claimed that the recommenda-
tions matched their personal interests and goals. The major-
ity of users (54%) reported they have clicked on the recom-
mendations and visited the project’s site, while only 8.8%
of users did not click the recommendation nor visited the
project site (Figure 9 bottom).

Interestingly, users who were not familiar with the rec-
ommended projects before, clicked more on the recommen-
dations, as well as users who previously performed a con-
tribution to a project. Users who did not click on the rec-
ommendations can be divided into 3 main themes: (1) Users
who didn’t have the time “right now” but planned to click
the project in the future. (2) Users who felt that the recom-
mendations were not suitable for their skills and materials:
“Seemed out of my league”, “I didn’t have the materials
to participate”. This behaviour was also discussed in (Se-
gal et al. 2015), and was named “classification anxiety”. (3)
Users who felt that the recommendations were not suitable
for their interests: “No interest in stall catchers”, “The pho-
tos and title didn’t perfectly match what I am looking for”.

The survey result provide evidence for the positive impact
of using the recommendation systems in SciStarter. We note
some additional comments by users: “I am very impressed
by the new Artificial Intelligence feature from SciStarter!
Your AI feature shows me example projects that I didn’t
know before exist”, and “I like how personalized recommen-
dations are made for citizen science users”.

5 Conclusion and Future Work

This work reports on the use of recommendation algorithms
to increase engagement of volunteers in citizen science, in
which volunteers collaborate with researchers to perform
scientific tasks. These recommendation algorithms were de-
ployed in SciStarter, a portal with thousands of projects,
and were evaluated in an online study involving hundreds
of users who were informed about participating in a study
involving AI based recommendation of new projects. We
trained different recommendation algorithms using a com-
bination of data including users’ behavior in SciStarter as
well as their contributions to specific projects. Our results
show that using the new recommendation system led people
to contribute to new projects that they had never tried be-
fore and led to increased participation in SciStarter projects
when compared to groups that were recommended projects
using non-personalized recommendation approaches, and
compared to behavior before recommendations.

This project has transformed how SciStarter helps
projects recruit and support participants and better respond
to their needs. It was so successful in increasing engage-
ment, that SciStarter has made the recommendation system
a permanent feature of their site. This will help support
deeper, sustained engagement to increase the collective in-
telligence capacity of projects and generate improved scien-
tific, learning, and societal benefits.

An important avenue for future work is to provide users
with explanations to the recommendations in order to in-
crease the system’s reliability and user’s satisfaction with
it. We also plan to extend the recommendation system to
include content based algorithms, and test its performance
as compared to the existing algorithms. We believe that inte-
grating content in citizen science domain (such as the project
description, its location, age group etc.) will enable us to
capture more intrinsic characteristic of the projects, such as
required effort or type of task.
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