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Abstract

Personality detection aims to identify the personality traits
implied in social media posts. The core of this task is to put
together information in multiple scattered posts to depict an
overall personality profile for each user. Existing approaches
either encode each post individually or assemble posts arbi-
trarily into a new document that can be encoded sequentially
or hierarchically. While the first approach ignores the connec-
tion between posts, the second tends to introduce unnecessary
post-order bias into posts. In this paper, we propose a multi-
document Transformer, namely Transformer-MD, to tackle
the above issues. When encoding each post, Transformer-MD
allows access to information in the other posts of the user
through Transformer-XL’s memory tokens which share the
same position embedding. Besides, personality is usually de-
fined along different traits and each trait may need to attend
to different post information, which has rarely been touched
by existing research. To address this concern, we propose a
dimension attention mechanism on top of Transformer-MD
to obtain trait-specific representations for multi-trait person-
ality detection. We evaluate the proposed model on the Kag-
gle and Pandora MBTI datasets and the experimental results
show that it compares favorably with baseline methods.

Introduction
Personality detection is a fundamental task in psychology
with wide applications in areas such as public health (Fried-
man and Kern 2014), personalized medicine (Matz et al.
2017), and mental health (Bagby et al. 1995). Besides, it can
provide insightful information for many natural language
processing (NLP) tasks. For example, Fung et al. (2016)
developed a virtual interactive dialogue system by incorpo-
rating the user’s emotion, sentiment, and personality. Lynn
et al. (2017) proposed a general NLP task by adapting user
factors such as age, gender, and personality traits.

Traditional questionnaire-based approaches to personal-
ity detection are time-consuming and laborious. Whereas in
the era of social media, users generate a tremendous number
of posts containing their behavior trace every day, provid-
ing new possibilities for personality detection research (Xue
et al. 2018; Keh, Cheng et al. 2019; Jiang, Zhang, and Choi
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Figure 1: Existing approaches to combine multiple posts for
personality detection. (a) encodes each post individually. (b)
encodes posts by integrating them into a new document with
arbitrary order, where “[ ]” means the concatenation of posts
and “6=” means an inconsistent result for the posts contain-
ing the same personality information.

2020). The typical setting of this task is: for each user, multi-
ple scattered posts are provided, and the objective is to piece
together information in the posts into a comprehensive user
personality profile.

Existing approaches to automatically combining multi-
ple posts for personality detection can be broadly divided
into two categories. Firstly, as shown in Figure 1(a), each
post is first encoded independently and then averaged into
the user representation (Hernandez and Knight 2017; Keh,
Cheng et al. 2019). This approach simply ignores the fact
that the posts of a user may not be of equal importance and
they may also need to interact to complement the personal-
ity profile. Secondly, as shown in Figure 1(b), the posts are
integrated into a long flat sequence with an arbitrary post
order and then encoded hierarchically (Lynn, Balasubrama-
nian, and Schwartz 2020; Xue et al. 2018) or sequentially
(Zhou et al. 2019; Jiang, Zhang, and Choi 2020; Yang et al.
2019b). However, models trained in this way may learn the
extra post-order bias, resulting in inconsistent results of each
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user1 and affecting the generalization ability of the models.
Besides, personality is defined in terms of different dimen-
sions (traits) and different post information is likely to con-
tribute to different dimensions, which has rarely been men-
tioned by existing research.

In this paper, we propose a Multi-Document Trans-
former model, namely Transformer-MD, to overcome the
above limitations. Transformer-MD is a post-order-agnostic
encoder based on Transformer-XL (Dai et al. 2019) and ini-
tialized by the pre-trained XLNet (Yang et al. 2019b). When
encoding each post, it allows access to other post informa-
tion of the same user through memory tokens that share the
same position embedding. Moreover, we define a personality
trait-specific attention, dimension attention (DA), on top of
Transformer-MD, which allows each personality dimension
to focus on specific post information they care most about.

The contributions of this work can be summarized as:

• We propose a novel post-order-agnostic encoder to put to-
gether the posts of a user to depict an overall personality
profile without introducing the post-order bias.

• We propose a dimension attention mechanism to focus
each personality dimension on relevant post information.

• We provide thorough analyses and discussions to demon-
strate the effectiveness of the proposed model.

Related Work
Most previous works on personality detection rely on hand-
crafted feature engineering (Yarkoni 2010; Schwartz et al.
2013; Amirhosseini and Kazemian 2020). They may use
various psycholinguistic attributes extracted by Linguistic
Inquiry and Word Count (Pennebaker, Francis, and Booth
2001) or statistical features extracted by bag-of-words mod-
els. Obviously, these methods are limited by their capability
in extracting many useful features (Lynn, Balasubramanian,
and Schwartz 2020). Recently, deep learning methods have
been widely applied and become mainstream for personality
detection. Essentially, personality detection can be regarded
as a multi-document multi-label classification task, which is
related to the following domains.

Multi-Document Encoding
Multi-document encoding has been extensively studied, yet
we will only review those related to personality detection
from four perspectives: single encoder, graph encoder, hier-
archical network, and concatenation encoder.

The single-encoder approach is predominately adopted
in personality detection, which encodes each post indepen-
dently with a single model. Hernandez and Knight (2017)
and Tandera et al. (2017) used LSTM to encode each post
with the GloVe embeddings. Keh, Cheng et al. (2019) used
BERT to encode each post. However, these methods gener-
ally ignore the dependency between posts, which is detri-
mental to integrate the scattered personality information
across different posts. An alternative approach is to use
a graph encoder, modeling the interaction between posts

1Given the same content of posts, the personality type they rep-
resent should be consistent whatever order they are integrated in.

by graph neural networks. This approach has been widely
investigated in multi-document evidence reasoning tasks
(Zhao et al. 2019; Zhou et al. 2019; Ding et al. 2019; Liu
et al. 2020). Unlike Wikipedia evidence documents, there
are no hyperlinks or priori personality-links between user
posts, making it non-trivial to directly apply such models
for personality detection.

The hierarchical-network approach tries to encode the
posts hierarchically. Amirhosseini and Kazemian (2020)
proposed to encode each post first via a gated recurrent unit
(GRU), and then passed the encodings to a second GRU to
realize the interaction between posts. Xue et al. (2018) first
designed an AttRCNN module to encode each post and then
used a convolutional neural network for the interaction be-
tween posts. The final strategy is the concatenation encoder
which concatenates the user’s posts into a new document in
a certain order and then encodes it with a sequence model
such as BERT (Zhou et al. 2019; Jiang, Zhang, and Choi
2020) and XLNet (Yang et al. 2019b). Intuitively, both of the
hierarchical-network and concatenation-encoder approaches
introduce extra post-order bias into the posts, impairing the
generalization ability of models.

Multi-Dimension Classification
One of the challenges for multi-dimension classification is to
allow different dimensions to focus on different information.
Lynn, Balasubramanian, and Schwartz (2020) attempted to
address this by training an appropriative model for each di-
mension, which ignores the interaction between personality
dimensions. In other multi-label classification tasks, Yang
et al. (2018, 2019a) adopted an attention mechanism to au-
tomatically extract informative features for each category.
Vu, Nguyen, and Nguyen (2020) also proposed an attention-
based method to obtain label-specific vectors that represent
useful clinical text fragments relating to certain international
classification of disease diagnosis codes. In this paper, we
explored a dimension attention for personality detection.

Approach
In this section, we first formulate the problem of personality
detection and then provide the details of our Transformer-
MD model and the dimension attention module.

Problem Definition
Given a set X = {x1, x2, · · · , xn} of n posts from a user,
where xi = [ti1, ti2, · · · , tik] is i-th post with k tokens, per-
sonality detection can be formulated as a user-level classifi-
cation problem. The model takes X as input and produces a
user representation U ∈ Rd, or U ∈ Rt×d as in our model,
where d is the hidden size and t is the number of personality
traits. Based on U , t personality traits Y = {y1, y2, · · · , yt}
are predicted by t classifiers individually, where yi is chosen
from a trait-specific label set {yi1, yi2, · · · , yim}, e.g., t = 4
andm = 2 in the MBTI taxonomy. We also refer to the traits
technically as personality dimensions in this paper.

Multi-Document Transformer
The proposed Transformer-MD is inspired by Transformer-
XL, attempting to encode and integrate multiple posts of
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Figure 2: Overview of our Transformer-MD, which consists of a low-level encoder, a multi-document fusion layer and a high-
level encoder, distinguished by different colors. All the posts of a user are encoded in parallel but we only show the whole
process of Postn. Three types of embedding used in the model are listed in the upper left corner.

a user in a post-order-agnostic manner. The purpose of
Transformer-XL is to relieve the limit of Transformer on
input size to enable learning of long-distance dependency
beyond a fixed length without disrupting temporal coher-
ence (Dai et al. 2019). Specifically, Transformer-XL divides
a long document into multiple fixed-length segments and en-
codes them with a segment-level recurrence mechanism. Af-
ter encoding a segment, Transformer-XL stores its hidden
states in a memory bank and reuses them for future seg-
ments. Inspired by this mechanism, we treat each post as a
segment. While processing each post, we store the rest posts
from the same user in the memory, so that dependencies be-
tween posts can be modeled as in Transformer-XL.

Nevertheless, a user may have dozens to hundreds of
posts, and each post may contain dozens of tokens, so it
is unrealistic to put all of them into memory. Inspired by
the two-stage encoding scheme of Transformer-XH (Zhao
et al. 2019), we pre-encode each post separately for several
initial layers of Transformer-XL, in which post information
will be aggregated into their respective CLS tokens. Then,
we put only the CLS tokens instead of all the post tokens
into memory and model the dependency between posts in the
remaining layers of Transformer-XL. Besides, Transformer-
XL encodes memory tokens sequentially for semantic coher-
ence between segments, implemented by position embed-
dings. However, posts are scattered and submitted by users
randomly, and there is no natural order between them for
personality detection. Therefore, we make the memory to-
kens of all posts to share the same position embedding so
that posts can interact without introducing post-order bias.
As shown in Figure 2, Transformer-MD can be decomposed
into a low-level encoder, a multi-document fusion layer, and
a high-level encoder.

Low-level encoder is composed of several bottom layers
(9 in this paper) of Transformer-XL, aiming to learn post-
independent representation for each post by encoding them
individually. In this way, the information of a post will be

aggregated into its CLS token. This encoder is similar to
Transformer-XL while encoding the first segment without
memory. Formally, for the i-th post, this encoder updates
the representations Hi layer by layer as follows. At layer l,
it computes the representation of each token by gathering
information from the other tokens in the post:

Ql
i,K

l
i , V

l
i = H l−1

i WT
q , H

l−1
i WT

k , H
l−1
i WT

v (1)

H l
i = TransformerLayer

(
Ql

i,K
l
i , V

l
i

)
(2)

In Equation (1) and (4), WT
q , WT

k and WT
v represent learn-

able parameters for the query, key and value in Transformer
(Vaswani et al. 2017), respectively. In Equation (2) and (5),
TransformerLayer contains a multi-head self-attention and
a feed-forward network (Vaswani et al. 2017). Particularly,
H0

i in the first layer is set to the embeddings of xi.
Multi-document fusion layer is used to construct memory
tokens for the high-level encoder. Formally, for the i-th post
to be encoded in layer l, we concatenate the CLS representa-
tions M l−1

i = {H l−1
1,cls, · · · , H

l−1
i−1,cls, H

l−1
i+1,cls, · · · , H

l−1
n,cls}

∈ R(n−1)×d of the other posts from the preceding layer to
construct the memory. In doing this, the information of the
other posts from the same user is stored in the memory. Be-
sides, we allow the position embedding of each CLS to be
shared in the memory so that the post order is ignored. We
also add segment embeddings to distinguish the post from
the other posts, as shown in Figure 2.
High-level encoder is composed of the last few layers (3 in
this paper) of Transformer-XL. It aims to learn a post-related
representation for each post by selectively collecting infor-
mation from the other posts in the memory with the multi-
head self-attention of Transformer. This process is similar
to Transformer-XL while encoding the second segment with
memory storing the first segment. Formally, for the i-th post,
this encoder updates the representation Hi layer by layer as
follows. At layer l, it computes the representation of each
token by gathering information from the other tokens in the
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Figure 3: Overview of our dimension attention module.

post and the memory:

H l−1
i,mem = [M l−1

i ◦H l−1
i ] (3)

Ql
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l
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l
i = H l−1

i WT
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l−1
i,memW

T
k , H

l−1
i,memW

T
v (4)

H l
i = TransformerLayer

(
Ql

i,K
l
i , V

l
i

)
(5)

In Equation (3), ◦ denotes the concatenation operation of
two hidden states.

Dimension Attention
As described above, Transformer-MD put multiple posts
together to obtain the post-related representations H ∈
Rn×d×k for a user. It is also mentioned that different parts
of a post may contribute to different personality dimensions.
Therefore, we develop a dimension attention module to fur-
ther refine the representation H and obtain t dimension-
specific vectors U = [U1, U2, · · · , Ut]. The architecture of
this module is shown in Figure 3. Following Lin et al. (2017)
and Vu, Nguyen, and Nguyen (2020), we employ a multi-
layer perceptron to compute the weights as:

Hr = reshape (H) ∈ Rd×(n×k) (6)

Zr = tanh (WtHr) ∈ Rdt×(n×k) (7)

Ar = softmax (WaZr) ∈ Rt×(n×k) (8)
Here, reshape in Equation (6) is a matrix deformation

function, Wt ∈ Rdt×d in Equation (7) and Wa ∈ Rt×dt in
Equation (8) are learnable parameters, where dt is a hyper-
parameter to be tuned. The i-th row of the attention matrix
Ai

r corresponds to the weights of the i-th dimension, which
is then multiplied by the hidden states Hr to produce the
dimension-specific representation Ui as:

[U1, U2, · · · , Ut] = [A1
rH

T
r , A

2
rH

T
r , · · · , At

rH
T
r ]

Objective Function
For each personality dimension i, we pass Ui to a single-
layer feed-forward network followed by a softmax function
to generate the probabilities ȳi for this dimension. Then, the
cross-entropy loss is used to measure the loss and the t di-
mensions are jointly optimized in a general approach:

Loss(X,Y, θ) =
1

t

t∑
i=1

−yi log ȳi

Dataset Types Train Validation Test

Kaggle

I vs. E 4011 vs. 1194 1326 vs. 409 1339 vs. 396
S vs. N 727 vs. 4478 222 vs. 1513 248 vs. 1487
T vs. F 2410 vs. 2795 791 vs. 944 780 vs. 955
P vs. J 3096 vs. 2109 1063 vs. 672 1082 vs. 653

Pandora

I vs. E 4278 vs. 1162 1427 vs. 386 1437 vs. 377
S vs. N 610 vs. 4830 208 vs. 1605 210 vs. 1604
T vs. F 3549vs. 1891 1120 vs. 693 1182 vs. 632
P vs. J 3211 vs. 2229 1043 vs. 770 1056 vs. 758

Table 1: Statistics of the Kaggle and Pandora datasets.

Experiments
Datasets
Following previous studies (Hernandez and Knight 2017;
Keh, Cheng et al. 2019; Gjurković et al. 2020), we conduct
experiments on the Kaggle2 and Pandora3 MBTI personality
datasets. While the former has 40-50 posts for each user, the
later has dozens to hundreds and is annotated based on self-
diagnoses of user (Gjurković et al. 2020). MBTI personality
type divides people’s personality into four dimensions, each
containing two aspects: Introversion vs. Extroversion (I vs.
E), Sensing vs. iNtuition (S vs. N), Think vs. Feeling (T
vs. F), and Perception vs. Judging (P vs. J). Statistics of the
datasets are presented in Table 1. As Hernandez and Knight
(2017), we remove the words (e.g., “INTP”) that match per-
sonality labels from all posts to avoid information leaks.
Then, we randomly split them into a 60-20-20 proportion
for training, validation, and testing, respectively. Due to the
imbalanced distribution of labels, we use the macro-F1 met-
ric for evaluation.

Baselines
To evaluate the proposed model intensively, we employ the
following mainstream models as baselines for comparison:

• SVM and XGBoost (Amirhosseini and Kazemian
2020): Posts are firstly concatenated into a new document,
and then SVM or XGBoost is applied based on TF-IDF
features extracted from the document.

• GloVe-LSTMmean (Tandera et al. 2017; Hernandez
and Knight 2017): LSTM is adopted to independently en-
code each post with GloVe embeddings and then the mean
of the post embeddings is taken to represent the user.

• GRU-MLABERT (Lynn, Balasubramanian, and
Schwartz 2020): Based on BERT embeddings, this model
uses two-level GRUs to generate the post encodings and
the user representation, respectively.

• BERTconcat (Zhou et al. 2019; Jiang, Zhang, and Choi
2020): This method simply concatenates the posts of a
user into a long document and encodes it by BERT.

2https://www.kaggle.com/datasnaek/mbti-type
3https://psy.takelab.fer.hr/datasets/all/
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Methods Kaggle Pandora
I vs. E S vs. N T vs. F P vs. J Average I vs. E S vs. N T vs. F P vs. J Average

SVM 53.34 47.75 76.72 63.03 60.21 44.74 46.92 64.62 56.32 53.15
XGBoost 56.67 52.85 75.42 65.94 62.72 45.99 48.93 63.51 55.55 53.50
GloVe-LSTMmean 57.82 57.87 69.97 57.01 60.67 48.01 52.01 63.48 56.21 54.93
GRU-MLABERT−4 64.75 60.24 75.17 62.89 65.76 54.60 49.19 61.82 53.64 54.81
BERTconcat 58.33 53.88 69.36 60.88 60.61 54.22 49.15 58.31 53.14 53.71
BERTconcat−5 61.72 58.74 71.72 59.83 63.00 53.32 49.94 60.46 55.31 54.76
XLNetconcat 60.65 54.50 71.98 56.00 60.78 50.49 49.59 58.10 54.09 53.07
BERTcls−mean 63.50 55.34 78.55 66.06 65.86 53.35 50.56 64.06 56.83 56.20
XLNetcls−mean 62.53 61.93 77.19 64.84 66.62 52.66 48.75 68.66 57.14 56.80
BERTDA 65.67 61.28 79.19 66.52 68.17 54.88 55.49 66.71 59.01 59.02
XLNetDA 65.99 63.80 78.53 66.44 68.69 55.49 57.50 65.04 60.80 59.71
Transformer-MDcls−mean 67.80 63.67 78.83 64.62 68.73 54.78 55.51 67.28 59.89 59.37
Transformer-MDDA 66.08 69.10 79.19 67.50 70.47 55.26 58.83 69.03 60.57 60.92

Table 2: Overall results of different models in macro-F1(%), where the best results are shown in bold.

• BERTcls−mean (Keh, Cheng et al. 2019): BERT is used
to encode each post individually, and the average of the
CLS representations is used for the user representation.

• XLNetconcat: This model is similar to BERTconcat

but uses XLNet to encode the concatenated document.

• XLNetcls−mean: This model is similar to
BERTcls−mean but uses XLNet as the post encoder.

Implementation Details
We use Pytorch (Paszke et al. 2019) to implement all the
deep learning models on four 2080Ti GPU cards. For train-
ing, we use the Adam (Kingma and Ba 2014) optimizer with
an initial learning rate α = 2e-5 and a mini-batch size of 24.
Following previous work, we set the max number of posts to
50 for each user and the max length to 70 for each post. For
GloVe-LSTM, we use the 300-dimensional GloVe word em-
beddings (Pennington, Socher, and Manning 2014) and set
the hidden size to 300. For BERT and XLNet, their parame-
ters are initialized by the bert-base-cased (Devlin et al. 2018)
and xlnet-base-cased (Yang et al. 2019b) models, respec-
tively. The hidden size dt of our dimension attention module
is set to 768. After training a fixed number of epochs, we se-
lect the model with the best macro-F1 on the validation set
and evaluate its performance on the test set.

Overall Performance
The overall results are shown in Table 2, in which the
models are organized into two groups. The first group are
the existing models (from SVM to BERTcls−mean) and
variants (XLNetcls−mean and XLNetconcat), while the sec-
ond group are models based on our Transformer-MD or
DA module or both. We can observe that our final model
(Transformer-MDDA) achieves the highest average macro-
F1 score, outperforming the existing state-of-the-art (SOTA)
baseline (BERTcls−mean) by 4.61 and 4.72 on Kaggle and
Pandora, respectively. What’s more, in the same pre-trained
setting, our model also outperforms the variant of the SOTA

baseline (XLNetcls−mean) by 3.85 and 4.12 on Kaggle and
Pandora, respectively. The results verify the effectiveness
of our model in personality detection. Besides, we also
present a variant of our model by removing the DA mod-
ule, and the results (Transformer-MDcls−mean) show that
this novel multi-document encoder alone still outperforms
the SOTA baseline (BERTcls−mean) by 2.87 on Kaggle and
3.17 on Pandora, and outperform the variant of SOTA base-
line (XLNetcls−mean) by 2.11 on Kaggle and 2.57 on Pan-
dora, respectively, demonstrating that the post-related rep-
resentations (encoded by Transformer-MD) are better than
post-independent representations (encoded by BERT or XL-
Net) for personality detection. A notable phenomenon of
Transformer-MDcls−mean is that the results for different
personality dimensions vary more obviously than our final
model. We speculate the reason is that the former repre-
sents the whole personality dimensions with a shared rep-
resentation which contains more information for the simple
dimensions (“I/E” and “T/F”) than the difficult dimensions
(“S/N” and “P/J”). By contrast, our DA module can gener-
ate a specific representation for each dimension to alleviate
this problem. To further verify this, we implement the DA
module with XLNet and BERT as the post encoder, respec-
tively, and the results (BERTDA and XLNetDA) in Table 2
confirm that the performances are also improved.

Effect of Post Order
From Table 2 we can note that the models without post or-
der (subscripted by “cls-mean”) are superior to those with
post order (subscripted by “concat”). To further examine the
negative effect of post order, we take XLNet and BERT as
an example and train XLNetconcat and BERTconcat in the
original post order until they converge. We then run them on
the training set again with a new random post order 5 times
and record the average scores. Ideally, given the same con-
tent of posts, the personality type they represent should be
consistent no matter what order they are integrated in. How-
ever, the results shown in Figure 4 suggest that it is not the

14225



Figure 4: Results of study on post order on Kaggle. Red
bars denote the performance of XLNetconcat/BERTconcat

trained until converge on the training set and green bars de-
note the test set. Blue bars are the average performance of
five random post orders on the training set.

case, as the performance of XLNetconcat and BERTconcat

on the training set are greatly reduced after altering the ini-
tial post order. This implies that the initial models tend to
overfit the extra post-order bias for each user, affecting their
generalization ability. A feasible remedy for this problem is
to concatenate posts in different orders to generate differ-
ent new documents and to reduce the post-order bias. As the
results (BERTconcat-5) shown in Table 2, there are indeed
certain amounts of improvement observed when each set of
posts from the same users are organized into different docu-
ments in random orders. However, with each user containing
dozens to hundreds of posts, the number of combinations is
exponentially increasing. Thus, an order-agnostic approach
is more desirable for personality detection.

Analysis of Transformer-MD
Ablation Study We conduct an ablation study to investigate
the effects of the multi-document fusion layer (MFL), the
shared position embedding, and the segment embedding in
Transformer-MD. As shown in Table 3, the performance of
the model drops visibly after removing any of them. Specif-
ically, the performance drops by 1.78 when the MFL is re-
moved, demonstrating that this module contributes consid-
erably to personality detection. Moreover, when the shared
position embedding or the segment embedding is removed,
the performance drops by 0.99 and 1.00 respectively, which
shows that it is crucial for the MFL module to ignore the
post order bias and distinguish between different posts when
putting them together for personality detection.
Effect of Post Connection One of the roles of our Trans-
former-MD is to model the connection between posts. To
verify the effectiveness, we investigate the performance of
our model while keeping only the top λ percent of connec-
tions between posts learned by our model (in terms of atten-
tion weights on memory tokens). As the results show in Fig-
ure 5, the improvements of Transformer-MD over the base-
lines mainly come from the 60% links, while the remaining
40% add little impact to the performance or even cause a
slight degradation. This demonstrates that multi-head self-
attention can effectively establish positive post connections
and ignores useless or noisy ones by assigning different

Methods macro-F1 (%)
I vs.E S vs.N T vs.F P vs.J Ave.

Transformer-MDDA 66.08 69.10 79.19 67.50 70.47
–MFL 65.99 63.80 78.53 66.44 68.69
–share-position 66.13 66.70 79.03 66.05 69.48
–segment 65.12 66.99 79.70 66.07 69.47

Table 3: Results of ablation study of Transformer-MD on
Kaggle, where “–” denotes the removal of a component.

Figure 5: Performance of Transformer-MD on Kaggle when
keeping only the top-λ percent links of posts.

weights. Another interesting observation is that the top 20%
links can improve the model performance quickly, implying
that high-quality connections are extremely predictive.
Case Study To further study what kind of connections are
positive, we examine the memory attention weights gener-
ated by Equation (3)-(5) for a user with INFP personality
types in the Kaggle dataset. We then pick out the posts with
high-weight links and visualize them. As shown in Figure
6, positive connections are those having similar emotions,
themes, or viewpoints which ensure the information in mul-
tiple posts can be put together to depict a profile.
Effect of High-Level Encoder Layers We also investigate
how the number of layers for the low-level and high-level
encoders affects the performance. To this end, we change
the number of layers of the high-level encoder from 0 to
6 and plot the results in Figure 7. We can observe that
Transformer-MDDA achieves the best performance when
this number is set to 3. This implies that Transformer-MD
needs about 9 layers to aggregate post information into CLS
and another 3 layers to model the connection between posts.

Granularity of Dimension Attention
Our DA module gathers information at word-level rather
than post-level, for word-level contains more information
for multi-dimension personality detection. To verify this, we
compare the DA module with a post-level attention method
(CLS-Attn) that gathers information from only the CLS to-
kens of all posts. As shown in Table 4, our DA module out-
performs the other approaches across all the post encoders.
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Frustrated, drained, lonely, bitter. All the good stuff that comes 
from excessive solitude. And I've only just begun my break! Ah, 
this is not going to be fun. Aching already.

I listen to metal and classical and read fantasy (preferably the 
darker, grittier kind). Not sure if that's common for 4w5s.

It's pathetic, but deep down I have this childish hope that 
someone will come along and rescue me. The years show me 
just how wrong that idea is. 

Living on my own would probably be pretty awesome, though 
I'm sure there would be downsides that I'm overlooking. As 
long as I had friends nearby it would be great.

Yeah, supposedly this is the 's natural defense against people 
they don't like/don't want to be around. When my wall is up I 
act in a more formal/impersonal way.

Of course, I don't think that metal heads are the only creative 
people around. Even within that study it showed there were 
other genres of music that creative people are drawn to. 
Ubiquitous Sloth Yeah, The Mantle is great. Did you check out 
their latest album? It was really good too. Narcissist Duuuude, 
October Falls. Ja listen to The Womb Of Primordial Nature?

I wouldn't really call Agalloch post metal, but they have some 
post rock influences. Check them out, they're amazing.

I don't really think I intimidate anyone - I'm too friendly most of 
the time, and if someone bothers me I'll try and work it out in my 
head or avoid them. In a confrontation I'll try to...

Figure 6: Links of posts established by Transformer-MD.

Figure 7: Performance of Transformer-MDDA with differ-
ent numbers of layers for the high-level encoder on Kaggle.

Error Analysis
The results in Table 2 show that our model achieves the best
performance in all personality dimensions except “I/E”. We
finally conduct an error analysis using Transformer-MDDA

on the Kaggle dataset. Specifically, we record the macro-F1
scores of this model on the validation set during training. As
shown in Figure 8, the model converges faster in the “I/E”
and “T/F” personality dimensions than in “S/N” and “P/J”.
The best epoch range for “I/E” and “T/F” is from 4 to 7 but
7 to 10 for “S/N” and “P/J”. Besides, the “T/F” dimension
not only converges fast but also keeps good performance in
the later epochs. The “S/N”, “T/F” and “P/J” personality di-
mensions all achieve the best performance at the 9-th epoch,
but “I/E” is slightly worse in this setting than its best epoch

Methods
Macro-F1 (%)

BERT XLNet Transformer-MD
CLS-Mean 65.86 66.62 68.73
CLS-Attn 66.37 67.19 69.56
DA 68.17 68.69 70.47

Table 4: Results of mean (CLS-Mean), word-level attention
(DA) and post-level attention (CLS-Attn) on Kaggle.

Figure 8: Performance of Transformer-MDDA in different
personality dimensions as the epoch increases.

(7-th). This phenomenon may indicate that personality di-
mensions have different training difficulties. The reason why
Transformer-MDDA performs less satisfied in the “I/E” di-
mension is probably that the model overfits this dimension
quickly compared with the other dimensions.

Conclusion
In this paper, we proposed a multi-document Transformer,
Transformer-MD, for personality detection. Transformer-
MD intends to put together information in different posts to
depict a personality profile for each user without introducing
post orders. To this aim, it first encodes each post indepen-
dently to obtain post-independent representations. Then, it
generates post-related representations by disorderly fusing
information from other posts. On top of Transformer-MD,
we further proposed a dimension attention mechanism to
generate a trait-specific representation for each personality
dimension. Experimental results on two datasets show that
combining Transformer-MD and dimension attention leads
to a model that outperforms the baselines significantly.
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