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Abstract

This paper aims to explain deep neural networks (DNNs) from
the perspective of multivariate interactions. In this paper, we
define and quantify the significance of interactions among
multiple input variables of the DNN. Input variables with
strong interactions usually form a coalition and reflect proto-
type features, which are memorized and used by the DNN for
inference. We define the significance of interactions based on
the Shapley value, which is designed to assign the attribution
value of each input variable to the inference. We have con-
ducted experiments with various DNNs. Experimental results
have demonstrated the effectiveness of the proposed method.

Introduction

Deep neural networks (DNN5s) have exhibited significant suc-
cess in many tasks, and the interpretability of DNNs has
received increasing attention in recent years. Most previ-
ous studies of post-hoc explanation of DNNSs either explain
DNN semantically/visually (Lundberg and Lee 2017; Ribeiro,
Singh, and Guestrin 2016), or analyze the representation ca-
pacity of DNNs (Higgins et al. 2017; Achille and Soatto
2018; Fort et al. 2019; Liang et al. 2020).

In this paper, we propose a new perspective to explain a
trained DNN, i.e. quantifying interactions among input vari-
ables that are used by the DNN during the inference process.
Each input variable of a DNN usually does not work indi-
vidually. Instead, input variables may cooperate with other
variables to make inferences. We can consider the strongly
interacted input variables to form a prototype feature (or a
coalition), which is memorized by the DNN. For example,
the face is a prototype feature for person detection, which
is comprised of the eyes, nose, and mouth. Each composi-
tional part inside a face does not contribute to the inference
individually, but they collaborate with each other to make
the combination of all parts a meaningful feature for person
detection.
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In fact, our research group led by Dr. Quanshi Zhang has
used game-theoretic interactions as new metrics to explain
signal-processing behaviors in trained DNNs from differ-
ent perspectives. Specifically, we have further developed
the multi-order interactions between two input variables, in
which the order indicates the complexity of interactive con-
texts (Zhang et al. 2020a), and we have used interactions
to explain adversarial samples (Wang et al. 2020) and the
generalization power of DNNs (Zhang et al. 2020b).

Previous studies mainly focused on the interaction between
two variables (Lundberg, Erion, and Lee 2018; Singh, Mur-
doch, and Yu 2018; Murdoch, Liu, and Yu 2018; Janizek,
Sturmfels, and Lee 2020). Grabisch and Roubens (1999)
measured 2" different interaction values for all the 2" combi-
nations of n variables, and the cost of computing each inter-
action value is NP-hard. In comparison to the unaffordable
computational cost, our research summarizes all 2" interac-
tions into a single metric, which provides a global view to
explain potential prototype features encoded by DNNss.

In this study, we define the significance of interactions
among multiple input variables based on game theory. In the
game theory, each input variable can be viewed as a player.
All players (variables) are supposed to obtain a high reward
in a game. Let us consider interactions w.zf. the scalar output
y = f(I) of the DNN (or interactions w.r.z. one dimension
of the vectorized network output), given the input I with
overall n players. The absolute change of y w.zt. an empty
input 0, i.e. |f(I) — f(0)|, can be used as the total reward
of all players (input variables). The reward can be allocated
to each player, which indicates the contribution made by the
player (input variable), denoted by ¢4, ¢, - - - , ¢y, satisfies
£(T) = £(0)] = X, 6.

A simple definition of the interaction is given as follows.
If a set of m players S always participates in the game to-
gether, these players can be regarded to form a coalition.
The coalition can obtain a reward, denoted by ¢g. ¢ is usu-
ally different from the sum of rewards when players in the
set S participate in the game individually. The additional
reward g5 — ), g ¢; obtained by the coalition can be quan-
tified as the interaction. If ¢s — > ,.g¢; > 0, we con-
sider players in the coalition have a positive effect. Whereas,
¢s — Y icg @i < 0indicates an negative/adversarial effect
among the set of variables in S.

However, ¢s — . cs ¢i mainly measures the interaction
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Figure 1: Overview of the proposed method. In this paper, we aim to quantify the significance of interactions among a set of
input variables. We divide the set of input variables into various coalitions, which mainly encode either positive or negative
interaction effects. In this figure, each red region represents a coalition that mainly encodes positive interaction effects, and each
blue region represents a coalition that mainly encodes negative interaction effects. Thickness of the edge indicates the strength of

the interaction.

in a single coalition, whose interaction is either purely pos-
itive or purely negative. In real applications, for the set S
with m players, players may form at most 2™ — m — 1 dif-
ferent coalitions. Some coalitions have positive interaction
effects, while others have negative interaction effects. Thus,
interactions of different coalitions can counteract each other.

In order to objectively measure the significance of the
overall interactions within a specific set S with m players
(variables), we propose a new metric, which reflects both pos-
itive and negative interaction effects. We develop a method
to divide the m players into a few coalitions, and ensures that
each coalition mainly contains positive interaction effects.
Similarly, we can also divide the m players into another few
coalitions, each of which mainly encodes negative interac-
tion effects. In this way, we can quantify the significance of
both positive and negative interaction effects, as shown in
Figure 1.

In experiments, we have applied our method to five DNNs
with different architectures for various tasks. Experimental
results have provided new insights to understand these DNNs.
Besides, our method can be used to mine prototype features
towards correct and incorrect predictions of DNNs.

Contributions of this study can be summarized as follows.
(1) In this paper, we define and quantify the significance of in-
teractions among multiple input variables in the DNN, which
can reflect both positive and negative interaction effects. (2)
Our method can extract prototype features, which provides
new perspectives to understand the DNN, and mines proto-
type features towards correct and incorrect predictions of the
DNN. (3) We develop a method to efficiently approximate
the significance of interactions.

Related Work

Interpretability of DNNs in NLP

The interpretability of DNNs is an emerging direction in
machine learning, and many methods have been proposed
to explain the DNN in natural language processing (NLP).
Some methods computed importance/attribution/saliency val-
ues for input variables w.rt. the output of the DNN (Lundberg
and Lee 2017; Ribeiro, Singh, and Guestrin 2016; Binder
et al. 2016; Simonyan, Vedaldi, and Zisserman 2013; Shriku-
mar et al. 2016; Springenberg et al. 2014; Li et al. 2015; Li,
Monroe, and Jurafsky 2016). Another kind of methods to
understand DNNs are to measure the representation capacity
of DNNs (Higgins et al. 2017; Achille and Soatto 2018; Fort
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et al. 2019; Liang et al. 2020; Cheng et al. 2020). Guan et al.
(2019) proposed a metric to measure how much information
of an input variable was encoded in an intermediate-layer
of the DNN. Some studies designed a network to learn in-
terpretable feature representations. Chung, Ahn, and Bengio
(2017) modified the architecture of recurrent neural network
(RNN) to capture the latent hierarchical structure in the sen-
tence. Shen et al. (2019) revised the LSTM to learn inter-
pretable representations. Other studies explained the feature
processing encoded in a DNN by embedding hierarchical
structures into the DNN (Tai, Socher, and Manning 2015;
Wang, Lee, and Chen 2019). Wang et al. (2019) used struc-
tural position representations to model the latent structure
of the input sentence by embedding a dependency tree into
the DNN. Dyer et al. (2016) proposed a generative model to
model hierarchical relationships among words and phrases.

In comparison, this paper focuses on the significance of
interactions among multiple input variables, which provides
a new perspective to understand the behavior of DNNs.

Interactions

Several studies explored the interaction between input vari-
ables. Bien, Taylor, and Tibshirani (2013) developed an al-
gorithm to learn hierarchical pairwise interactions inside an
additive model. Sorokina et al. (2008) proposed a method to
detect the statistical interaction via an additive model-based
ensemble of regression trees. Some studies defined different
types of interactions between variables to explain DNNs from
different perspectives. Murdoch, Liu, and Yu (2018) proposed
to use the contextual decomposition to extract the interaction
between gates in the LSTM. Singh, Murdoch, and Yu (2018);
Jin et al. (2019) extended the contextual decomposition to
produce a hierarchical clustering of input features and con-
textual independence of input words, respectively. Janizek,
Sturmfels, and Lee (2020) quantified the pairwise feature
interaction in DNNs by extending the explanation method
of Integrated Gradients (Sundararajan, Taly, and Yan 2017).
Tsang, Cheng, and Liu (2018) measured the pairwise interac-
tion by applying the learned weights of the DNN.

Unlike above studies, Lundberg, Erion, and Lee (2018)
defined the interaction between two variables based on the
Shapley value for tree ensembles. Because Shapley value
was considered as the unique standard method to estimate
contributions of input words to the prediction score with
solid theoretical foundations (Weber 1988), this definition



of the interaction can be regarded to objectively reflect the
collaborative/adversarial effects between variables w.rt. the
prediction score. Furthermore, Grabisch and Roubens (1999);
Dhamdhere, Agarwal, and Sundararajan (2019) extended this
definition to the elementary interaction component and the
Shapley-Taylor index among various variables, respectively.
These studies quantified the significance of interaction for
each possible specific combination of variables, instead of
providing a single metric to quantify interactions among all
combinations of variables. In comparison, this paper aims
to use a single metric to quantify the significance of interac-
tions among all combinations of input variables, and reveal
prototype features modeled by the DNN.

Shapley Values

The Shapley value was initially proposed in the game the-
ory (Shapley 1953). Let us consider a game with multiple
players. Each player can participate in the game and receive a
reward individually. Besides, some players can form a coali-
tion and play together to pursue a higher reward. Different
players in a coalition usually contribute differently to the
game, thereby being assigned with different proportions of
the coalition’s reward. The Shapley value is considered as a
unique method that fairly allocates the reward to players with
certain desirable properties (Weber 1988; Ancona, Oztirel,
and Gross 2019). Let N = {1,2,--- ,n} denote the set of
all players, and 2V represents all potential subsets of N. A
game v : 2V — R is implemented as a function that maps
from a subset to a real number. When a subset of players
S C N plays the game, the subset can obtain a reward v(.S).
Specifically, v(()) = 0. The Shapley value of the i-th player
¢, (7| IN) can be considered as an unbiased contribution of
the i-th player.

sy = 5 IS DISE
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Weber (1988) have proved that the Shapley value is the only
reward with the following properties.

Linearity property: If the reward of a game u satisfies
u(S) = v(S) +w(S), where v and w are another two games.
Then the Shapley value of each player s € IV in the game u
is the sum of Shapley values of the player ¢ in the game v
and w, i.e. ¢, (i|N) = ¢y (i|N) + ¢ (i| V).

Nullity property: The dummy player is defined as the player
that satisfies V.S C N\ {i},v(SU{i}) = v(S) + v({i}). In
this way, the dummy player ¢ satisfies v({i}) = ¢, (i|N), i.e.
the dummy player has no interaction with other players in N.
Symmetry property: If VS C N\ {i,j},v(S U {i}) =
u(S U {3}), then 6, (il N) = 6, (j| N).

Efficiency property: >, \ #,(i|{N) = v(N). The effi-
ciency property can ensure the overall reward can be dis-
tributed to each player in the game.

Algorithm
Multivariate Interactions in Game Theory
Given a game with n players N = {1,2,--- ,n}, in this pa-
per, we define the interaction among multiple players based

on game theory. Specifically, we focus on the significance of
interactions of a set of m players selected from all players.
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Let 2%V denote all potential subsets of N, e.g. if N = {a, b},
then 2V = {0, {a}, {b},{a,b}}. The game v : 2V — Risa
set function that maps a set of players to a scalar value. We
consider this scalar value as the reward for the set of players.
For example, we consider the DNN with a scalar output as
a game, and consider the input variables as a set of players.
In this way, v(S), S C N, represents the output of the DNN
when all input variables in N \ S are replaced by the baseline
value. In this paper, the baseline value is set as zero, which
is similar to (Ancona, Oztireli, and Gross 2019). If the DNN
is trained for multi-category classification, v(S) is imple-
mented as the score of the true category before the softmax
layer. The overall reward can be represented as v(N) — v((),
i.e. the score obtained by all input variables subtract the score
obtained by the zero input. The overall reward can be al-
located to each player as >, ¢,(i|N) = v(N) — v(0),
where ¢, (i|N) denotes the allocated reward of the player
i over the set V. Each player is supposed to obtain a high
reward in the game. In this paper, we use ¢ (| V) to represent
¢, (7| V) in the following manuscript for simplicity without
causing ambiguity. Specifically, ¢(i|N) can be computed as
the Shapley value of ¢ based on Equation (1). The Shapley
value is an unbiased method to allocate the reward, so we use
the Shapley value to define the interaction.

Interaction between two players: Let us first consider the
interaction between two players in the game v. Given two
players i and j, ¢(¢|N) and ¢(j|N) represent their Shapley
values, respectively. If players ¢ and j always participate in
the game together and always be absent together, then they
can be regarded to form a coalition. The reward obtained
by the coalition is usually different from the sum of rewards
when players ¢ and j participate in the game individually. This
coalition can be considered as one singleton player, denoted
by S;;. Note that the Shapley value of the coalition can also
be computed using Equation (1) by replacing the player ¢
with S;;. In this way, we can consider there are only n — 1
players in the game, including S;;, and excluding players ¢
and j, N = N\ {4, j}US;;. The interaction between players
i and j is defined as the additional reward brought by the
coalition S;; w.r:t. the sum of rewards of each player playing
individually, i.e.

B(Sij) = ¢(Si;IN") — [6(i|N:) + (G IN;)] 2
where ¢(i|N;), #(j|N;), and ¢(S;;|N") are computed over the
set of players N; = N\{j}, N; = N\{:i}, and N’, respectively.
(1) If B(S;;) > 0, then players ¢ and j cooperate with each
other for a higher reward, i.e. the interaction is positive. (2)
If B(Si;) < 0, then the interaction between players 7 and
J leads to a lower reward, i.e. the interaction is negative.
Specifically, we can measure and visualize the interaction
between two players in the computer vision (CV) task. We
divide the input image into 16 x 16 grids, and consider each
grid as a player. As Figure 2 shows, for a given pair of players
i and j, we visualized contexts S that boost the strength of
the interaction B(S;;), i.e. Av(4, j, S) - B(S;;) > 0, where
Av(i, j,5) = v(SU{i, j}) —v(SU{i}) —v(SU{j})+v(S5).
Let map(S) € {0, 1} denote the map corresponding to the
context S. map, (S) = 1 if the k-th grid is in the context .S;
otherwise, map,,(S) = 0. We visualize the weighted average
contexts as ) _ ¢ |Av(i, j,5)| - map(S).
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Figure 2: Visualization of salient contexts .S given different
pairs of players.

Interaction among multiple players: We can extend the
definition of interactions to multiple players. Let us focus on
a subset of players A ; N. If players in A always participate
in the game together, then players in A form a coalition,
which can be considered as a singleton player, denoted by
[A]. The interaction in A can be measured as

B((A]) = 6(A]INw) = 32| 0(ilN),

where ¢([A]| N} 4)) is the Shapley value of the coalition [A].
We compute the Shapley value over the player set N4 =
N\ AU /{[A]}. Similarly, ¢(i|N;) represents the Shapley
value computed over the set N; = N \ A U {i}, where
players in A\ {7} are supposed not to attend the game. In this
way, B([A]) reflects all interactions inside A, including both
positive and negative interactions, which counteract each
other. For example, let the set A = {4, j, k,l}, we assume
that only the interaction between players ¢ and j and the
interaction between players k and [ are positive. Interactions
of other coalitions are negative. Then, the positive interaction
effects are counteracted by negative interaction effects in
B([A]). We will introduce more details in Equation (6).

However, the significance of interactions is supposed to
reflect both positive and negative interaction effects. There-
fore, we hope to propose a new metric to measure the
significance of interactions, which contains both positive
and negative effects among a set of players A ;Cé N. We
aim to divide all players in A into a number of coalitions

0 ={C1,Cs,---,C}}, which are ensured to mainly encode
positive interaction effects. € is a partition of the set A. In the
above example, the four players {3, j, k, [} is supposed to be
divided into 2 = {Cy = {7,j},C2 = {k,(}}. In this case,
the following equation can better reflect positive interaction
effects than Equation (3), when we measure the reward by
taking each coalition C; as a singleton player.

Buax([A]) = maxq ZCEQ #(CINe) — ZieA o(i[Ni)  (4)

where ¢(C|N¢) is computed over No = N\ AU{[C]}, and
¢(i|N;) is computed over N; = N\ AU{¢}. Similarly, we can
use Buin([A]) = ming 3 ¢, 9(CINE) ~ i 4 (1] V) to
roughly quantify the negative interaction effects inside the
set A. Thus, we define the metric T'([A]) to measure the
significance of both positive and negative interaction effects,
as follows.

T([A]) = Bmax([A]) — Bumin([A])
= max 3 ¢(C|Nc) —min Y ¢(C|Ne) ®)

ce ce

3
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Relationship between T'([A]) and B([A]): Theoretically,
the interaction B([A]) in Equation (3) can be decomposed
into elementary interaction components I(A), which was
firstly proposed by (Grabisch and Roubens 1999). I(A) quan-
tifies the marginal reward of A, which removes all marginal
rewards from all combinations of A. We derive the follow-
ing equation to encode the relationship between B([A]) and
I(A). Appendix provides more information about the ele-
mentary interaction component.

!
ZA’QA,\A’|>1 I(4).

According to Equation (6), there are a total of 2™ —m — 1
different elementary interaction components inside the in-
teraction B([A]), where m represents the number of players
inside A. Some of these interaction components are positive,
and others are negative, which leads to a counteraction among
all possible interaction components. In order to quantify the
significance of all interaction components, a simple idea is to
sum up the absolute values of all elementary interaction com-
ponents, as follows. B'([A]) = >_ 4/ca|ar>1 {(A)]
BT — B7, where BY =}, 4 j(an>0 [(A") and B~ =
2o arcar(an<o (A", subject to |[A’| > 1. In Equation (4),
Biax([A]) is supposed to mainly encode most positive in-
teraction effects within A, which is highly related to B+.
Similarly, Bpin([4]) is highly related to B~ for mainly
encoding negative interaction effects within A. Therefore,
T([4]) = Bmax([A]) — Bmin([4]) is highly related to
B/(Al) = B* - B

Why we need a single metric? Grabisch and Roubens
(1999) designed I(A), which computed 2™ different val-
ues of I(A’) for all possible A’ C A. In comparison, the
proposed B([A]) is a single metric to represent the overall
interaction significance among all m input variables, which
provides a global view to explain DNNs.

B([4]) (6)

Explanation of DNNs Using Multivariate
Interactions in NLP

In this paper, we use the interaction based on game theory
to explain DNNs for NLP tasks. Given an input sentence
with n words N = {1,2,--- ,n}, each word in the sentence
can be considered as a player, and the output score of DNN
can be taken as the game score v(S). v(S) represents the
output of DNN when we mask all words in the set N \ S,
i.e. setting word vectors of masked words to zero vectors.
For the DNN with a scalar output, v(.S) denotes the output
of the DNN. If the DNN was trained for the multi-category
classification task, we take the output of the true category
before the softmax layer as v(.S). Strongly interacted words
usually cooperate with each other and form a prototype fea-
ture, which is memorized by the DNN for inference. Thus,
the multivariate interaction can be used to analyze prototype
features in DNNs.

Among all input words in N, we aim to quantify the signif-
icance of interactions among a subset of m sequential words
A g N. Chen et al. (2019) showed that non-successive
words usually contain much fewer interactions than succes-
sive words. Thus, we require each coalition consists of several
sequential words to simplify the implementation. Although



T([A]) in Equation (5) can be computed by enumerating all
possible partitions in A4, €2, the computational cost of such a
method is too unaffordable.

Therefore, we develop a sampling-based method to effi-
ciently approximate 7'([A]) in Equation (5). The computation
of maxq Y - #(C|Ne) requires us to enumerate all po-
tential partitions to determine the maximal value. In order
to avoid such computational expensive enumeration, we pro-
pose to use p = {p1, P2, - ,Pm—1} to represent all possible
partitions. p; (0 < p; < 1) denotes the probability of the
i-th word and the (i 4+ 1)-th word belonging to the same
coalition. We can sample g = {g1, 92, gm—1} based on
the p, i.e. g; € {0,1}, g; ~ Bernoulli(p;), to represent a
specific partition (2. g; = 1 indicates the i-th word and the
(i + 1)-th word belong to the same coalition. g; = 0 rep-
resents these words belong to different coalitions. In this
way, we can use maxXpEg Bermoulli(p) Zceﬂg ¢(C|N¢) to
approximate maxqg ) . ¢(C|N¢), where §)g denotes the
partition determined by g.

In addition, ¢(C|N¢) can be approximated using a
sampling-based method (Castro, Gémez, and Tejada 2009).

G(CINe) =E[ B [o(SUC) ~ u(S)]]
|Sl=r"
(N
=E{ (E O~ E O]}
SCNg,83[C) SCNg,SF[C]
where 7r represents the number of players fed
into the DNN, No = N \ A U {[C]}. In this

way, we can approximate maxq oo @(C|Nc) as
maxp EgBemoui(p) ECGQ #(C|N¢), as follows.

L= Z¢ C|N¢), maXC maxz

gNBemnulll(p)

i€EA
(3
E E \ E S)] - E S
r gNBemoulli(p)g) SESam(Qg)A,[,U( SeSam(Qg)[:U( )]
S3i,|S|=r+1 SFi,|S|=r
_ E - E ]
81% Z {g~Bemoulh(p) [SGSam(Qg[g),(S)]SGSam(Qg[;{(S)}
JEA gi=1 S$3j,|S|=r+1 SZj,|S|=r )
— E X\ E S)] = ]}
gNBemoulli(pgg GSam(Qg)[:U( )} SeSam(Qg[gj,( )]
9i=0 S34,|S|=r+1 SZ3,1S|=r

where \;(g) = ﬁ and S € Sam({)g) represents the sam-

pled set of words, which contains all words in N \ A and the
coalition C;. C; € ) denotes the coalition determined by g
that contains the word . We learn p to maximize the above
equation. For example, let A = {21, x9, 3, x4, T5, T6}, and
the sampled g = {gl = 1792 = 1793 = 0)94 = 0795 = 1}
We consider the first three words in A as a coalition, and the
last two words in A as another coalition, i.e. Qg = {C; =
{z1, 20,23}, Cy = {4}, Cs = {x5, 76} }. The set S is sup-
posed to be sampled over these coalitions in ), instead
of over individual words. In this case, we have \;(g) =
A2(g) = As(g) = 1/3, Au(g) = L, As(g) = Ae(g) = 1/2.
In order to learn p;, we compute L /0p;, which is given in
Equation (9). In this way, we can use maxp £ in Equation (8)
to approximate the solution to maxq ) - ¢#(C|N¢). Sim-
ilarly, we can use minp £ to approximate the solution
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Add-Multiple AND-OR  Exponential
Dataset Dataset Dataset
Baseline 1 0.500 0.503 0.506
Baseline 2 1.000 0.996 1.000
Baseline 3 1.000 0.523 0.846
Our method 1.000 0.999 1.000

Table 1: Accuracy of the estimated partition.
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1.0 —— does not change T ([A]).
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0-_9 02 o —Ps De D7 Ps
0.0 —~
0 25 50 75 100 Xolxq 22| (e3&x4) | (5 &X6&2X7) |Xg] (Xg&x10&X11)
Epoch

Figure 3: Convergence of p; during the training process.

to ming Y - ¢(C|N¢), thereby obtaining T'([A])
maxg ZCGQ ¢(C|Nc) — ming ZCEQ ¢(C|Nc)

Comparison of computational cost: Given a set of m
words in a sentence with n words, the computation of T'([A])
based on its definition in Equation (5) and Equation (1)
is NP-hard, i.e. O(2"m). Instead, we propose a polyno-
mial method to approximate 7'([A]) with computational cost
O(K1K5K3nm), where K7 denotes the number of updating
the probability p, Ko and K5 represent the sampling number
of g ~ Bernoulli(p) and S € Sam()g), respectively. In
addition, we conducted experiments to show the accuracy of
the estimation of T'([A]) increases along with the increase of
the sampling number.

Experiments

Evaluation of the correctness of the estimated partition
of coalitions: The core challenge of evaluating the cor-
rectness of the partition of coalitions was that we had no
ground-truth annotations of inter-word interactions, which
were encoded in DNNs. To this end, we constructed three
new datasets with ground-truth partitions between input vari-
ables, i.e. the Addition-Multiplication Dataset, the AND-OR
Dataset, and the Exponential Dataset.

e The Addition-Multiplication Dataset contained 10000
addition-multiplication models, each of which only consisted
of addition operations and multiplication operations. For ex-
ample, y = f(x) = 1 +x2 X x3+ x4 X x5+ 6 + 7. Each
variable z; was a binary variable, i.e. x; € {0, 1}. For each
model, we selected a number of sequential input variables
to construct A, e.g. A = {xa, 23,24, x5}. We applied our
method to extract the partition of coalitions w.r.t. y, which
maximized ) . #(C|N¢).

e The AND-OR Dataset contained 10000 AND-OR mod-
els, each of which only contained AND operations and OR
operations. For simplicity, we used & to denote the AND



—— BERT —— ELMo —— LST™M CNN —— Transformer
SST-2 Dataset CoLA Dataset SST-2 Dataset CoLA Dataset
‘ ~ ~ 15
20 20 So0.125 So0s o 0| — s
= ;‘1 5 = =Y <12 ColLA
=15 1. £0.100 S 006 Soo
S0 510 20,075 > S
5 2 £ E004 206
5 0° 205 §0.050 \\\\\\\___\\\ ] 203 ////~
g | IS s
u 0.0 - 20025 2002 £ —
05 0.0 0.0f ——
25 50 75 100 0 25 50 75 100 500 1000 1500 2000 2500 500 1000 1500 2000 2500 0 2 4 6 8 10 12
Epoch Epoch # of sampling # of sampling Layer
(a) Error of T([A]) (b) Instability of T([A]) (c) Value T([A])

Figure 4: (a) The decrease of error of T'([A]) during the learning process. We obtained accurate T'([A]) after 100 epochs. (b)
The instability of interactions with different numbers of sampling. When the number of sampling was larger than 1000, the
instability of T'([A]) was less than 0.1 on all models and datasets. (c) The significance of interactions in the computation of
intermediate-layer features gradually increased during the forward propagation in the BERT.

operation, and used | to denote the OR operation. For exam-
ple,y = f(x) = z1 | (22 & 23) | (z2 & x5) | 26 | 27
Each variable x; was a binary variables, i.e. x; € {0,1}.
For each model, we selected a number of sequential input
variables to construct A, e.g. A = {3, 23,24, x5} We used
our method to extract the partition of coalitions, which maxi-
mized ). ¢(C|Neo).

o The Exponential Dataset contained 10000 models, each
of which contained exponential operations and addition op-
erations. For example, y = f(x) = 2 + z3* + =5 + .
Each variable x; was a binary variables, i.e. x; € {0,1}.
For each model, we selected a number of sequential input
variables to construct A, which always contained the expo-
nential operations, e.g. A = {1, z2, x3,24}. We used our
method to extract the partition of coalitions, which maxi-
mized ). ¢(C|Neo).

We compared the extracted partition of coalitions with
the ground-truth partition of coalitions. Variables in multi-
plication operations and AND operations usually had pos-
itive interactions, which were supposed to be allocated
into one coalition during maxgq Y-, #(C|N¢). Variables
in OR operations had negative interactions, which were
supposed to be allocated to different coalitions during
maxq » e @(C|Nc). Note that the addition operation
did not cause any interactions. Therefore, we did not con-
sider interactions of addition operations when we eval-
uated the correctness of the partition. In the above ex-
ample of addition-multiplication model, if we considered
the set A = {zo, 3, 24,25}, then the ground-truth par-
tition was supposed to be either {{x2, x5}, {24, z5}} or
{{z2, 23,24, 25}}. For the above example of AND-OR
model and A = {2, x3, 24, T5}, the ground-truth partition
should be {{x2, x5}, {24, 25}}. For each operation, if the
proposed method allocated variables of an operation in the
same way as the ground-truth partition, then we considered
the operation was correctly allocated by the proposed method.
The average rate of correctly allocated operations over all
operations was reported in Table 1.

We also designed three baselines. Baseline 1 randomly
combined input variables to generate coalitions. Lundberg,
Erion, and Lee (2018) defined the interaction between two
input variables, which was used as the Baseline 2. Li, Mon-
roe, and Jurafsky (2016) proposed a method to estimate the
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importance of input variables, which was taken as Baseline
3. Baseline 2 and Baseline 3 merged variables whose inter-
actions were greater than zero to generate coalitions.

Table 1 compares the accuracy of coalitions generated by
our method and that of other baselines. Our method achieved
a better accuracy than other baselines. Figure 3 shows the
change of the probability p; during the training process. Our
method successfully merged variables into a single coalition
in multiplication operations and AND operations. Besides,
our method did not merge variables in OR operations. Note
that the probability ps of the addition operation in Figure 3
did not converge. It was because the addition operation did
not cause any interactions, i.e. arbitrary value of ps satisfied
the ground-truth.

Evaluation of the accuracy of T'([A]): We applied our
method to DNNs in NLP to quantify the interaction among a
set of input words. We trained DNNs for two tasks, i.e. binary
sentiment classification based on the SST-2 dataset (Socher
et al. 2013) and prediction of linguistic acceptability based on
the CoL A dataset (Warstadt, Singh, and Bowman 2018). For
each task, we trained five DNNs, including the BERT (Devlin
et al. 2018), the ELMo (Peters et al. 2018), the CNN proposed
by (Kim 2014), the two-layer unidirectional LSTM (Hochre-
iter and Schmidhuber 1997), and the Transformer (Vaswani
et al. 2017). For each sentence, the set of successive words A
was randomly selected.

We compared the extracted significance of interactions
T([A]) with the accurate significance of interactions. The
accurate significance of interactions was quantified based on
the definition in Equation (5) and Equation (1), which was
computed by enumerating all partitions {2 and all subsets .S
with an extremely high computational cost. Considering the
unaffordable computational cost, such evaluation could only
be applied to sentences with less than 12 words. Figure 4 (a)
reports the error of T'([A]), i.e. |Tywum([A]) — T'([A])|, where
Tiun([A]) was the true interaction significance accurately
computed via massive enumerations. We found that the esti-
mated significance of interactions was accurate enough after
the training of 100 epochs.

Stability of T'([A]): We also measured the stability of
T([A]), when we computed T'([A]) multiple times with dif-
ferent sampled sets of g and S. The instability of T'([A]) was



among the year ‘s | most intriguing explorations of | alientation.
a solid examination of |the male midlife crisis | .

the best film about | 2 baseball to hit theaters since field of dreams .
the film will | play equally well

it does n ‘ t believe in itself, it has |no sense of humor

on both the standard and giant screens .

...1it" s just plain bored.

that is a compliment | to kuras and miller.

overall very good for | what it ‘s trying to do | .
a good | piece of work | more often than not .

... the other direction .

M

movie fans , | get ready to take off

it's | abeautiful madness .

it's a | remarkably solid and subtly satirical tour de force .

thisis a | good script, good dialogue| , funny even for adults

dull, lifeless, and amateurishly | assembled .

a warm but realistic meditation | on friendship , family and affection .

no telegraphing is too | obvious or simplistic | for this movie .

a tender , witty , captivating film about friendship , love ,

it*s | acharming and often affecting journey | .
entertains by | providing good , lively company
complete lack of originality , | cleverness or even visible effort
a |warm, funny, engaging | film

just as moving , | uplifting and funny | as ever.

memory , trust and loyalty

a dumb movie with dumb characters | doing dumb things and you have to be really dumb not to see where this is going . (2)
makes for |a pretty unpleasant viewing experience awildly |inconsistent emotional experience

a strangely compelling and | brilliantly acted psychological drama atender, | heartfelt family drama
preaches to two completely different choirs at the same time , which is | a pretty amazing accomplishment (3)

Figure 5: Prototype features modeled by the BERT trained using the SST-2 dataset. Grey box indicated words in A. We used
different colors to indicate the extracted coalitions. Words in the same coalition formed a prototype feature modeled by the DNN.

The set of words A was randomly selected.

]Eu,'v:u;rf'u |T(u) ( [A] ) _T(v) ([AD| }
E ‘T(w) ([A])| ’

where T,)([A]) denotes the u-th computation result of
T([A]). Figure 4 (b) shows the instability of interactions
in different DNN’s and datasets. Experimental results showed
that interactions in CNN and ELMo converged more quickly.
Moreover, instability decreased quickly along with the in-
crease of the sampling numbers. Our metric was stable
enough when the number of sampling was larger than 2000.

Prototype features modeled by DNNs: We analyzed re-
sults obtained by the proposed method to explore prototype
features modeled by DNNGs. Figure 5 shows several results on
the BERT. We found that: (1) For an entire constituent in the
sentence, such as a short clause or a noun phrase, the BERT
usually took the whole constituent as a single coalition, i.e.
a prototype feature. (2) For the set of words that contained
conjunctions or punctuations, such as “and”, “or”, “)’, eftc.,
the BERT divided the set at conjunctions or punctuations
to generate different coalitions (prototype features). (3) For
the constituent modified by multiple adjectives and adverbs,
the BERT usually merged all adjectives and adverbs into
one coalition, and took the modified constituent as another
coalition. Such phenomena fit the syntactic structure parsing
according to human knowledge.

Interactions w.r.t. the intermediate-layer feature: We
could also compute the significance of interactions among a
set of input words w.r.¢. the computation of an intermediate-
layer feature f. The reward was computed using the
intermediate-layer feature. Let fy and fg represent
intermediate-layer features obtained by the set of input vari-
ables NV and S, respectively. Since the intermediate-layer
feature usually can be represented as high dimensional ver-
tors, instead of a scalar value. We computed the output v(5)

as v§(S) = (fn, fs)/||Fn|l2, where || fn||2 was the L2-
norm and was used for normalization. Figure 4 (c) shows the

computed as instability = Ej|
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significance of interactions computed with output features of
different layers. The significance of interactions among a set
of input variables increased along with the layer number. This
phenomenon showed that the prototype feature was gradually
modeled in deep layers of the DNN.

Mining prototype features towards incorrect predic-
tions of DNNs: The proposed method could be used to ana-
lyze sentences, which were mistakenly classified by the DNN.
We used the BERT learned using the SST-2 dataset. Figure 6
shows two partitions that maximized and minimized the Shap-
ley value of coalitions for each sentence. For the partition that
maximized the Shapley value, the generated coalitions were
usually used to explain prototype features toward incorrect
predictions of the DNN. In comparison, coalitions generated
by minimizing the Shapley value represented prototype fea-
tures towards correct predictions. For example, we tested two
different sets of input variables A for the sentence “on the
heels of to creepiness.”. This sentence was incorrectly
predicted to be negative by the DNN. As Figure 6 shows, the
DNN used “humorless horror movie” as a prototype features,
which led to the incorrect negative prediction. In comparison,
if we minimized the Shapley value, we got the coalition “is
to be recommanded for its straight-ahead approach to creep”,
which towards the correct positive prediction.

Conclusion

In this paper, we have defined the multivariate interaction in
the DNN based on game theory. We quantify the interaction
among multiple input variables, which reflects both positive
and negative interaction effects inside these input variables.
Furthermore, we have proposed a method to approximate the
interaction efficiently. Our method can be applied to various
DNNss for different tasks in NLP. Note that the quantified
interaction is just an approximation of the accurate interac-



maximum (prototypes towards incorrect predictions): if steven soderbergh ' s ‘ solaris ' is a failure | it is a glorious failure |.

predict: negative

minimum (prototypes towards correct predictions):  if steven soderbergh ' s * solaris * is a failure |it is a glorious failure |. label:  positive

maximum (prototypes towards incorrect predictions): the longer the movie goes , | the worse it gets , but it ' s actually pretty good |in the first few minutes.
minimum (prototypes towards correct predictions):  the longer the movie goes , | the worse it gets , but it ' s actually pretty good |in the first few minutes. label:

maximum (prototypes towards incorrect predictions): on the heels of the ring comes |a similarly morose and humorless horror movie | that , although

flawed , is to be commended for its straight - ahead approach to creepiness .

predict: positive
negative

predict: negative

minimum (prototypes towards correct predictions):  on the heels of the ring comes |a similarly morose and humorless horror movie | that , although label:  positive

flawed , is to be commended for its straight - ahead approach to creepiness .

maximum (prototypes towards incorrect predictions): on the heels of the ring comes a similarly morose and humorless horror movie that , although flawed ,

is to be commended for its straight - ahead approach to creepiness | .

predict: negative

label: positive

minimum (prototypes towards correct predictions): _on the heels of the ring comes a similarly morose and humorless horror movie that , although flawed ,

is to be commended for its straight - ahead approach to creepiness | .

Figure 6: Positive and negative interaction effects of sentences, which were mistakenly classified by the DNN. These results
reflect prototype features towards correct and incorrect predictions, and representation flaws of the DNN.

tion in Equation (5). Nevertheless, experimental results have
verified high accuracy of the approximation. The proposed
method can extract prototype features modeled by the DNN,
which provides a new perspective to analyze the DNN.
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This study has broad impacts on the understanding of signal
processing in DNNs. Our work provides researchers in the
field of explainable AI with new mathematical tools to an-
alyze DNNs. Currently, existing methods mainly focus on
interactions between two input variables. Our research pro-
poses a new metric to quantify interactions among multiple
input variables, which sheds new light on the understanding
of prototype features in a DNN. We also develop a method
efficiently approximate such interactions. As a generic tool to
analyze DNNs, we have applied our method to classic DNNs
and have obtained several new insights on signal processing
encoded in DNNs for NLP tasks.
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Appendix

Relationship between B([A]) and Elementary
Interaction Components /(A)

In the section “Multivariate Interactions in Game Theory,
we briefly introduce the elementary interaction component
I(A) (Grabisch and Roubens 1999) and the relationship be-
tween B([A]) and I(A). In this section, we will introduce
more details about elementary interaction components and
prove the relationship between B([A]) and I(A). The elemen-
tary interaction component was firstly proposed by (Grabisch
and Roubens 1999). Given a game v, and the set of all players
N. For a set of players A C N, the elementary interaction
component I(A) is computed as follows.

I(A)=>"" Porapey(TIN\A)Y ~ (—1)!41=Fly(LUT), VACN.
TCN\A LCA

s

where Pspapley (T|N \ A) = %. Note that

for a singleton player, the elementary interaction component
is equal to its Shapley value. According to (Grabisch and
Roubens 1999), the elementary interaction component sat-
isfies the recursive property. Ie. if we consider the set of



players A as a singleton player [A], then V|A| > 1,A C N,
we have
[(A)=1"a(a) = 30 IMANE)
K%A,A#@
= - S )
ATGA,AFD
where Nj4) = N\ AU{[A]},and Ny = N\ AUA’. Inthe
section “Multivariate Interactions in Game Theory”, we use
B([A]) to measure the interaction among all players in the

set A. In this way, we can establish the relationship between
B([A]) and I(A) based on the above equation.

B([A) = o0 (4D = Y- o ()
= 1M (A) = Y 1)
=I(A)+ > TN A) =D 1Y)
A'GAAFD icA
— Z INA, (A/)
A'CA,|A|>1

Therefore, B([A]) can be decomposed into 2™ — m — 1
elementary interaction components.
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