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Abstract

Adversarial Training is proved to be an efficient method to
defend against adversarial examples, being one of the few
defenses that withstand strong attacks. However, traditional
defense mechanisms assume a uniform attack over the exam-
ples according to the underlying data distribution, which is
apparently unrealistic as the attacker could choose to focus
on more vulnerable examples. We present a weighted min-
imax risk optimization that defends against non-uniform at-
tacks, achieving robustness against adversarial examples un-
der perturbed test data distributions. Our modified risk con-
siders importance weights of different adversarial examples
and focuses adaptively on harder examples that are wrongly
classified or at higher risk of being classified incorrectly. The
designed risk allows the training process to learn a strong de-
fense through optimizing the importance weights. The exper-
iments show that our model significantly improves state-of-
the-art adversarial accuracy under non-uniform attacks with-
out a significant drop under uniform attacks.

Introduction

It is widely known that deep neural networks could be vul-
nerable to adversarially perturbed input examples (Szegedy
et al. 2013; Huang et al. 2017). Having strong defenses
against such attacks is of value, especially in high-stakes
applications such as autonomous driving and financial
credit/risk analysis. Adversarial defenses aim to learn a clas-
sifier that performs well on both the “clean” input examples
(accuracy) and the adversarial examples (robustness) (Zhang
et al. 2019b). Despite a large literature on studying adver-
sarial defenses in machine learning, computer vision, natu-
ral language processing and more, one of the few defenses
against adversarial attacks that withstands strong attacks is
adversarial training (Carlini and Wagner 2017; Kannan,
Kurakin, and Goodfellow 2018; Kurakin, Goodfellow, and
Bengio 2016; Shaham, Yamada, and Negahban 2018). In
adversarial training, adversarial examples generated via a
chosen attack algorithm are included in the training on the
fly. As is shown in many works (Carlini and Wagner 2017;
Kannan, Kurakin, and Goodfellow 2018; Kurakin, Goodfel-
low, and Bengio 2016; Shafahi et al. 2019b; Shaham, Ya-
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mada, and Negahban 2018; Zhang et al. 2019a,b), adver-
sarial training has demonstrated great success in the attack-
defense game.

A major issue with adversarial training is that it seeks
a model that is robust to adversarial perturbations on the
training set. Adversarial training attempts to solve a ro-
bust optimization problem against a point-wise adversary
that independently perturbs each example(Staib and Jegelka
2017). The traditional optimization objective is usually (un-
weighted) average of robust losses over all training data
points; the robust loss for each training data point is evalu-
ated on adversarial example that is independently generated
for each training data point

)

where D, is the empirical distribution and the
robust loss(f,x,y,€) could be any loss function that
characterizes the risk of mis-classification of adversarial
examples under the threat model of bounded e perturbation
on the input (x,y) to f (For instance, the 0-1 robust loss is
1{305]| < €58 f(@ + 8)y < 0.

This robust error in Equation (1) treats the adversarial ex-
amples generated around different training data points as
equally important when optimizing the training objective. In
other words, the training objective assumes that an attacker
chooses to attack the input examples uniformly, regardless
of how close these examples are to the decision boundary.
As a result, the above robust error would fail to measure
security against an attacker who focuses on the more vul-
nerable examples. As shown in Figure 1, the data points that
are closer to decision boundary, are more vulnerable to at-
tacks, since the attacker needs a relatively smaller perturba-
tion to move them to wrong side of the decision boundary.
Therefore, we aim to design robust neural networks against
non-uniform attacks.

E(z,y)~D, [robust loss(f,x,y, e)}

Our methodology Motivated by the idea that not all ad-
versarial examples are equally important, we propose a
novel weighted minimax risk for adversarial training that
achieves both robustness against adversarial examples and
accuracy for clean data examples. Our modified risk consid-
ers importance weights of different adversarial examples and
adaptively focuses on vulnerable examples that are wrongly
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Figure 1: Vulnerability and Distance to Decision Boundary

classified or at high risk of being classified incorrectly. The
designed weighted risk allows the training process to learn
the distribution of the adversarial examples conditioned on
a neural network model 6 through optimization of the im-
portance weights and learn to defend against strong non-
uniform attacks.

Summary of contributions:

1. We introduce a novel distribution-aware training objective
by integrating a re-weighting mechanism to the traditional

minimax risk of adversarial training framework.

. Based on the distribution-aware minimax risk, we are
able to generate stronger adversarial examples, such that
some state-of-the-art adversarial training algorithms (for
instance, TRADES (Zhang et al. 2019b)) will perform
poorly. On CIFAR10, the robust accuracy of the network
(ResNet18 (He et al. 2016)) trained with standard adver-
sarial training setting drops from 53.38% to 19.78% under
our proposed attacks.

. Thirdly, we propose a strong defense mechanism based
on our re-weighting strategy, consistently increasing
the robustness of models against strong non-uniform
(distribution-aware) attacks. Our method improves the
state-of-the-art robust accuracy from 19.78% to 23.62%
on CIFAR10.

. Besides, our defense mechanism matches the state-of-the-
art under traditional evaluation metrics (uniform attacks).
On CIFAR10, the network trained with our modified risk
is able to achieve 54.10%, in comparison to the baseline
of 53.38%.

. Finally, we propose two new metrics to evaluate the ro-
bustness of the trained classifier under vulnerability- and
distribution-aware attacks.

Related Work

A number of defense mechanisms have been proposed to
maintain accuracy for adversarial images. This includes de-
tecting and rejecting adversarial examples (Ma et al. 2018;
Meng and Chen 2017; Xu, Evans, and Qi 2017), along
with other works such as label smoothing and logit squeez-
ing (Mosbach et al. 2018; Shafahi et al. 2019a; Mosbach
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et al. 2018), gradient regularization (Elsayed et al. 2018;
Finlay and Oberman 2019; Ross and Doshi-Velez 2018),
local linearity regularization (Qin et al. 2019), and a Jaco-
bian regularization (Jakubovitz and Giryes 2018). Adver-
sarial training proposed by Madry et al. (2017) is among
the few that are resistant to attacks by Athalye, Carlini, and
Wagner (2018), which broke a suite of defenses. Adversar-
ial training defends against test time adversarial examples by
augmenting each minibatch of training data with adversarial
examples during training.

Adversarial training is powerful in terms of defending
against adversarial examples. We witnessed a surge of stud-
ies on designing loss functions for training robust classifiers.
Many methods in the adversarial training literature treat all
training examples equally without using sample-level infor-
mation. Recently, however, Balaji, Goldstein, and Hoffman
(2019) propose example-specific perturbation radius around
every training example to combat the adversarial training’s
failure to generalize well to unperturbed test set. Moreover,
Zhang et al. (2019b) provides a theoretical characteriza-
tion of the trade-off between the natural accuracy and ro-
bust accuracy by investigating the Bayes decision boundary
and introducing a new regularization based on the KL di-
vergence of adversarial logit pairs, with which the trained
model reaches state-of-the-art performance.

Distributionally robust optimization (DRO) is a tool that
links generalization and robustness (Staib and Jegelka 2017;
Ben-Tal et al. 2013; Blanchet et al. 2017; Delage and Ye
2010; Duchi, Glynn, and Namkoong 2016; Gao and Kley-
wegt 2016; Goh and Sim 2010). DRO seeks a model that per-
forms well under adversarial joint perturbations of the entire
training set. The adversary is not limited to moving points
individually, but can move the entire distribution within an
e-ball of D,, for some notion of distance between distribu-
tions. The attacker has a specific attack budget to attack the
distribution of the dataset; the perturbed distribution has to
be e-close to the uniform distribution. However in the non-
uniform attack setting we consider, although the attacker
might have constrained power to alter each image, their at-
tack to the distribution might be unconstrained.

Weighted Minimax Risk Models

Rethinking Adversarial Training

Traditional training Traditional model training is the pro-
cess of learning optimal model parameter € that character-
izes a mapping from input space to output space fg : X —
Y. The model is designed to minimize the expectation of the
natural loss function 1(fe(x;),y;) under the unknown un-
derlying distribution of input examples (x;, y;) ~ D

min B, y,)~p {l(fo(wi% yi)} @

In practice, an assumption of input examples (x;, ;)Y
being i.i.d. is often made, allowing unbiased empirical esti-
mation of the expectation of the natural loss.

1o
min ; (fo(s). 1) 3)



Performing full-batch gradient descent is too computa-
tionally expensive. Therefore, the models are usually trained
by means of mini-batch gradient descent with batch size m.
This is important, since this is statistically equivalent to full-
batch gradient descent, but with larger variance, which is
related to batch size.

1 m
min — > Ufol@i), i)

i=1

“

Adversarial training Adversarial training (Madry et al.
2017) has been one of the most prevalent approaches to com-
bat evasion attacks. Specifically, adversarial training solves a
mini-max problem by alternating between a network param-
eter update and an update on input perturbations using pro-
jected stochastic gradient descent, seeking a convergence to
an equilibrium. The optimizer, originally designed to min-
imize the natural loss on clean data examples, now takes
additional adversarial examples generated during training
into consideration. On each step, an inner loop generates the
strongest perturbation §; within the e radius of each input
example x; (a specific norm bounded by e (Szegedy et al.
2013)) using projected gradient descent (PGD), and then
minimizes the adversarial loss function l(fo(x; + 8:), i)
in expectation according to distribution D

I(fo(xs +6:),u:)-| (5

max
8;:]|0;]1<e

mein E(a; g~
Therefore, during each update of the network parameters,
adversarial examples (perturbations of the input examples)
are generated through PGD search of a perturbation direc-
tion that maximizes the loss function, and are added to the
input examples for next update of the network parameters.
The idea behind adversarial training is that these adversari-
ally generated perturbations, added to the training data, will
force the model to proactively adjust the model parameters
during training to combat potential adversarial perturbations
at test time.

Corresponding to Equation (4), where the optimization
objective is constructed over mini-batches, the assumption
of adversarial examples being i.i.d. is still made for unbi-
ased empirical estimation of the expectation of the adver-
sarial 1oss

1 m
Ineln m Z

=1

max

l i+60:), Y
s Me(@: 180, 3:)

(6)

Are adversarial examples created equal? In traditional
training, it is reasonable to use the non-weighted sum of the
loss evaluated at each data point as an unbiased estimation
of the expectation of the natural loss. However in adversarial
training, one often ignored issue is that the loss we optimize
is no longer the natural loss on clean data. The goal of ad-
versarial training is to combat adversarial examples at test
time. Robustness is achieved by generating a strong (if not
the strongest) adversarial perturbation §; for each training
data point (x;, y;). However it is unclear whether we should
treat the generated adversarial examples {d;}Y; equally. In
particular, the loss function in Equation (6) suffers from two
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problems.

problem (a): It puts equal weights on adversarial examples
closer to the decision boundary and examples far away;
problem (b): It assumes that a white-box attacker will al-
ways perform a uniform attack on all data points, but, in
practice, it might attack the distribution of the adversarial
example as well.

In the following section, we will introduce a modified
adversarial loss, called weighted minimax risk, where the
weights are learnable via a training process. We focus on £,
norm bounded perturbations although the mechanism could
be extended to other norms.

Re-weighting of Vulnerability and Robustness

In the previous section, problem (a) points to a potential
problem with Equation (6) — all adversarial examples gen-
erated during adversarial training, despite their varying dis-
tances to the decision boundary and thus varying risk of be-
ing misclassified, are treated equally when empirically esti-
mating the expectation of the adversarial loss.

Problem (b), on the other hand, reveals another unsat-
isfactory design of Equation (6) — due to the adversarial
nature of evasion attacks, the test time adversarial exam-
ples @/, do not necessarily have the same distribution as
the training time adversarial examples @{;,;,, generated in
adversarial training. It is highly likely that the distribution of
the adversarial risk is not equal to the independent identical
distribution of clean data points.

In this subsection, we first define the “confidence margin”
as a measurement of vulnerability of examples in the proba-
bility space. Positive margin indicates a correctly classified
example and negative margin an incorrectly classified one.

Definition 1 (margin of a classifier / on example (x;,y;)
(Zhang and Liang 2019)). For a data point (x;,y;), the
margin is the difference between the classifier’s confidence
in the correct label y; and the maximal probability of an
incorrect label t, margin(f,x;,y;) = p(f(x;) = v;) —
maxyy, p(f () =1).
Remark In the context of white-box attack, this margin is
unfortunately accessible to the adversarial attackers. This is
the key prerequisite for an adversarial attacker to perform
non-uniform attack (more details in later sections).
Although it is impossible to know the distribution of test
time adversarial examples, we could follow a principle to
reduce the vulnerability of our model by focusing on vul-
nerable examples. In particular, we aim to design an impor-
tance weight ¢; based on the margin of ;.. If the margin
of the generated adversarial example during training :c{minmg

is large, the adversarial example @, is a weak attack
(a positive margin indicates the attack failed), and thus its
importance weight ¢; should be smaller. A more detailed de-
scription follows below.

. . . g . !/
1. if margin is positive and large (the adversarial @,

is correctly classified and rather robust), the importance
weight ¢; should be small;

If margin is positive but small (the adversarial @,

is correctly classified but vulnerable), the importance



classifier fj

Class 2
®
Za
[ Y L 2 3
° 0 ®
() »
®

- . negative margin
positive margin

(but smaller)

Figure 2: Margin and Vulnerability

positive margin

weight ¢; should be moderate;

. if margin is negative (the adversarial @{,;;,, is incor-

rectly classified), the importance weight c; should be
large.

Figure 2 shows the relation between margin and vulner-
ability of certain data points. It is straightforward to design
a loss function, so that the focus of training is on the exam-
ples which are easier to be attacked (corresponding to small
positive margin) or are already successfully attacked (cor-
responding to negative margin). Now, we formally propose
Adaptive Margin-aware Risk.

Adaptive Margin-aware Risk Adaptive margin-aware
minimax risk is a minimax optimization objective, using an
exponential family parameterized by the margin of the ad-
versarial examples in training.

m

min max e @ mENFo (@it (£ (mi+6;),p:) (7T)
0 i Si:lldili<e

where o > 0 is a positive hyperparameter of this exponen-
tial weight kernel. With the intuition, we can see that there
is a positive correlation between the exponential weight ker-
nel and individual loss [. Larger individual loss will induce
a larger weight, and vice versa.
Comparison with “natural and adversarial loss com-
bined” Previous works (Goodfellow, Shlens, and Szegedy
2014; Kurakin, Goodfellow, and Bengio 2016) consider a
loss that combines both the natural loss and adversarial loss
with a hyperparameter A, i.e.,

min Y U(fo(@:), i)
i=1

m

+A max

I(fo(xs +05), ;) -
25 it Vol b

natural loss adversarial loss

®)
This approach could be thought of as a limiting case of our
proposed margin kernel with small «, and it doesn’t account
for weighting adversarial examples with varying amplitudes.
As we see, Equation (8) designs a defense mechanism that
treats adversarial examples @i, €qually and would fail
if the attacker at test time chooses to attack the more vul-
nerable examples (closer to the decision boundary). This is
a key difference compared to natural training when unseen
examples are assumed to be from the same distribution as
the training examples.
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Distributionally Robust Adversrial Training
Attack Distribution of Adversarial Examples

The distribution of examples that the adversary deploys to
attack, i.e., the attack distribution of adversarial examples
may deviate from the empirical distribution D,, represented
by the training examples. In the context of adversarial train-
ing, the objective function we use to achieving robustness
against an “attack distribution-aware” adversary should be

‘Cl(o) = E(m’,y)~D/ [l(fB(w,)v y)‘| ’ (9)

where D’ denotes the unknown underlying distribution of
the adversarial examples.

In a standard adversarial training framework, as reviewed
in the third section, the learner generates the perturbation §;
(using PGD) and thus an adversarial example x = x; + 07
for each input example x; to minimize the adversarial loss.
The training objective used in practice is

£0) = = S 1ol +87),9) = == > I(foal)3i) (10
=1 =1

The problem is that the objective £(6) (Equation (10))
used in standard adversarial training is often not an unbi-
ased estimator of the true objective function £'(0) (Equa-
tion (9)) required, since the generated adversarial examples
during adversarial training (x;’, y;) are not necessarily good
representation of the underlying distribution of the adver-
sarial examples. This is exactly the challenge of achieving
robust models; the adversarial attacks are unpredictable.

The true objective £’(8) illustrated in Equation (9) is un-
fortunately often intractable, since the underlying distribu-
tion of the adversarial examples is unknown. The problem
reduces to an unbiased estimation of the unknown distribu-
tion of the adversarial examples.
Comparison with distributionally robust optimization In
distributionally robust optimization (DRO) literature as sur-
veyed in the related work section, the methods developed
often assume that the divergence between the empirical dis-
tribution and the attack distribution is bounded by a thresh-
old divergence(D,,,D’) < p. Thus, the DRO (Namkoong
and Duchi 2016) objective is

IE(w,y)N’D’ [l(fg (w)7 y)]

min
[

max
divergence(D,,,D’)<p

(1)

Apart from the complexity of solving the inner constrained
maximization problem, DRO requires evaluating the loss for
every example in the entire training set before every mini-
mization step, which can be expensive for practical models
and datasets.

As illustrated previously, we introduce a risk estimator for
each data point individually, so that the objective function is
able to express the distribution of the adversarial examples
(allowing a non-uniform attack) and learn it via training. It
only requires evaluating an importance weight at each sam-
ple in the minibatch, but is able to improve distributional
robustness against adversarial examples.



Definition 2 (Importance Weights). For training data
points (x;,v;) Y, and their corresponding adversarial per-
turbations (z,y;)N.,, we define the importance weight
s(fe,xl, y;) between (x},y;) and (x;,y;), i.e., the ratio of
the adversarial example distribution and the clean data dis-
tribution evaluated at training data point (x;,y;), as

D'(x},yi)
D(fﬂi»yi) ’

Remark In our adaptive margin-aware risk, the impor-
tance weight is parameterized as the learnable scaling fac-
tor 5(fg, !, y;) = e~ margin(fo.i+0:.vi) a5 shown in Equa-
tion (7).

Therefore, our re-weighting strategy — adaptive margin-
aware risk— proposes to train the objective function as fol-
lows (if we consider full-batch gradient descent)

S(f@aa:;hyi) = (12)

N
o) = > sUoalull(olel) ) (3
i=1

%

Eao [s(fo.2/ il fo(@)y)] (14
~ By |I(o(@).9)]. (15)

Since the importance weight scaling factors s(fg, ', y)
is learnable, our objective can be thought of as “learning”
the adversarial example distribution conditioned on a neu-
ral network model 6 via learning of the importance weight
s(fe, ', y) using the objective in Equation (13).

Based on the previous analysis of computational feasibil-
ity in the third section, it is impractical to perform the full
batch optimization regarding such problem. However, we
verify that minimizing adaptive margin-aware risk in mini-
batches is statistically equivalent to a full-batch version.

]E(fci Yi)~D [Lm (0)]
1

m

m

> s(fo, @, yi)l(fo(a)), y:)]  (16)

i=1

= E(wnyi)ND[
= L(6)

Defending against Vulnerability- and
Distribution-aware Attacks

As we have argued before, a “smarter” white-box attacker
could have access to the vulnerability of different adversar-
ial examples, and therefore could focus on more vulnerable
examples. More important, the attacker is able to sample the
more vulnerable data points more frequently and craft adver-
sarial perturbations to these sampled examples. In our work,
the vulnerability is measured by the margin-aware weights.
If the vulnerability of a data point is larger, then its margin-
aware weight is larger, and it will be sampled by the attacker
with higher probability.

To develop an efficient defense mechanism against non-
uniform attacks, we augment the adversarial training frame-
work using our proposed adaptive margin-aware risk, as
shown in Algorithm 1.
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Algorithm 1: Weighted adversarial training

1 Inputs network fo, training examples {z;} ,,

number of steps for PGD K and step size of PGD
11, learning rate ns;
2 Output: robust network fg-;
3 for training iterations do
4 Read a mini-batch B = {x;, xo, ..., ©,, } from
training set ;
for i=1,...m do

Initialize «} = @; + 0.001&, where
E~N(0,1);
7 fork=1 2, ... Kdo
L(x]) = s(fo, x}, yi)l(fo- (x}), yi)s
where
S(fe, SC;, yt) — e margin(fe,z:+8:,yi) :
9 m; = HIB(:D,-,,G) (:13; + nlSIanm7‘C(m'IL))’
where [] is the projection operator;
10 end
11 end
2 | 0=0-nVeLl(x])
13 end

Evaluation During evaluation, for any test example (;, y;),
we define the normalized importance weights (normalized
margin-aware weights) 5(fe,z},y;) as §(fo, 2}, y;) =
s(fo,,yi)
S s(fo)yi)
could be interpreted as the the probability of attacking exam-
ple (x;,y;). A uniform attack implies that the probability of

attacking example (x;, y;) is ﬁ For a non-uniform attack,

the probability of attacking example (x;,v;) is 5(fo, Z}, yi ).
We argue that the traditional evaluation under uniform attack
should be improved under the setting of non-uniform attack.
More details are in the next section.

The normalized margin-aware weights

Experiments
Evaluation Metrics

Traditional evaluation metrics: Traditionally, we measure
the performance of each method using natural accuracy on
clean data, denoted as A,,4;. Robust accuracy A,..p is com-
monly used to evaluate the adversarial accuracy

N,
1 test

Arob = 5 > [1(fo- (i + 87), i) a7
test S5

on the test examples uniformly. Note that D" is the em-
pirical distribution of the clean test examples and §* is de-
rived using the traditional unweighted loss function.
Our evaluation metric I: A, As we motivate in this pa-
per, the evaluation of A, makes an unrealistic assumption
that the adversary chooses to attack uniformly (although the
perturbations at different examples é; are different). There-
fore A,.p is not necessarily the best way to evaluate the
performance of the robustness under non-uniform attacks.
We introduce an modified accuracy, namely A, that evalu-
ate robustness under non-uniform attacks. To compute Ay,



the perturbations &’ are crafted independently using the tra-
ditional unweighted loss. However, the attacker attacks the
test examples non-uniformly, i.e., the adversarial examples
are sampled according to a non-uniform distribution — the
normalized importance weights:

Niest

Asa = Z[g(fe*axi +5,:7yl)1(f9* <$i +6,j)ayz)] (18)

i=1

Our evaluation metric II: A;, Furthermore, we propose an-
other evaluation metric, A;,.. Here, the adversarial examples
are not only crafted with importance-weighted loss, but also
under the sophisticated selection (importance-based sam-
pling):

Niest

Z[g(fe* y Ly +6”:7 yl)l(fe* (ml +6”:)7 yz)] (19)

i=1

»Atr

The perturbations 8’* are generated via the process in Al-
gorithm 1. This A,, reflects to what extent the attacker is
able to transfer the margin-aware weights into the efficacy
of the adversarial attacks, in terms of the generative process
as well as sampling process.

Remark Empirically, these three metrics correspond to
three different kind of adversarial attackers of different at-
tacking power. A, is the traditional robust accuracy. Re-
garding this accuracy, the adversary is the weakest one in
comparison to the others. This “naive” attacker attacks all
samples uniformly and does not leverage the vulnerability
of individual data points. A, is the accuracy evaluated on
the adversarial examples, which are generated by the un-
weighted loss but sampled non-uniformly based on the nor-
malized importance weights. When computing A, the net-
work is dealing with a smarter attacker, since the adversary
knows to attack vulnerable examples more frequently. Fi-
nally, A;, measures the robustness of the trained model in
the hardest case, where the adversarial examples are gen-
erated based on the weighted loss, but also are sampled
based on the normalized importance weights. In this case,
the attacker is the strongest one. It assigns larger energy
to attack more vulnerable examples and samples such vul-
nerable adversarial examples more frequently. Therefore,
when all hyperparameters (e, ) are the same, we expect
Air < Agq < A,rop in most scenarios.

Hyperparameters of the margin-aware weights
Recall that the importance weight s(fo,x},v;)
e~ margin(fo,zi+8,y:)  For a better understanding of
the results, we clarify that the o used during training
will be denoted as aipqin. During test, the non-uniform
attack model used to evaluate the robustness of a trained
network uses the importance weight parameterized by avzest.
Regardless training or testing, the value of « indicates the
power of the adversarial attacker. If .4y, is larger, then a
stronger non-uniform attacker is included during training.
Therefore, the resulted model should be able to withstand
stronger non-uniform attacks. Similarly, if ay.; is large, the
attacker is able to exaggerate the re-weighting effect to a
larger extent, corresponding to stronger attack power.
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Defense ‘ Qtrain ‘ Qtest ‘ -Arob (%) ‘ -Asa (%) ‘ -ALr(%)
PGD - 1.0 93.95 74.85 74.65
PGD+ours 0.5 1.0 95.22 80.54 80.53
PGD - 1.5 93.95 56.10 55.87
PGD+ours 0.5 1.5 95.22 64.89 64.63
PGD - 2.0 93.95 35.32 35.04
PGD+ours 0.5 2.0 95.22 44.96 44.70
TRADES - 1.0 95.59 83.18 83.07
TRADES+ours 2.0 1.0 95.20 86.34 85.94
TRADES - 1.5 95.59 70.07 69.72
TRADES+ours 2.0 1.5 95.20 78.10 77.22
TRADES - 2.0 95.59 52.15 51.52
TRADES+ours 2.0 2.0 95.20 66.71 65.61

Table 1: Robustness against non-uniform attacks on MNIST
(Proposed Metrics). The adversarial examples are generated
through 40-PGD with € = 0.3.

Defense ‘ Qtrain ‘ Otest ‘ Arob (%) ‘ Asa (%) ‘ Aw(%)
PGD - 1.0 49.29 25.09 2291
PGD+ours 2.0 1.0 49.53 26.49 23.94
PGD - 1.5 49.29 17.33 15.10
PGD+ours 2.0 1.5 49.53 18.92 16.25
PGD - 2.0 49.29 11.66 9.72
PGD+ours 2.0 2.0 49.53 13.19 10.81
TRADES - 1.0 53.38 33.36 31.10
TRADES+ours 2.0 1.0 54.10 36.36 33.26
TRADES - 1.5 53.38 25.92 23.31
TRADES+ours 2.0 1.5 54.10 29.52 25.84
TRADES - 2.0 53.38 19.78 17.14
TRADES+ours 2.0 2.0 54.10 23.62 19.79

Table 2: Robustness against non-uniform attacks on CI-
FARI10 (Proposed Metrics). The adversarial examples are
generated through 20-PGD with € = 0.031.

Defense ‘ Atrain ‘ Qltest ‘ Asob (%) ‘ Asa (%) ‘ Aw(%)
PGD - . 22.27 17.91 17.14
PGD+ours 0.3 0.5 22.75 19.25 18.53
PGD - 1.0 22.27 14.33 12.98
PGD+ours 0.3 1.0 22.75 16.34 14.99
PGD - 1.5 22.27 11.42 9.79
PGD+ours 0.3 1.5 22.75 13.88 12.06
PGD - 2.0 22.27 9.04 7.32
PGD+ours 0.3 2.0 22.75 11.80 9.66
TRADES [ 05 | 2790 | 2395 | 2204
TRADES+ours 5.0 0.5 28.16 25.18 24.25
TRADES - 1.0 27.90 20.57 18.87
TRADES+ours 5.0 1.0 28.16 22.40 20.74
TRADES - 1.5 27.90 17.74 15.33
TRADES+ours 5.0 1.5 28.16 20.02 17.71
TRADES - 2.0 27.90 15.33 12.58
TRADES+ours 5.0 2.0 28.16 17.79 15.01

Table 3: Robustness against non-uniform attacks on Tiny
ImageNet (Proposed Metrics). The adversarial examples are
generated through 10-PGD with € = 0.016.



Experimental Results and Analysis

In this section, we firstly show that while the robust net-
work trained using unweighted adversarial training objec-
tive will fail in the presence of non-uniform attacks, the
network trained by our defense mechanism is able to with-
stand the strong non-uniform attacks. Then, we verify that
our proposed re-weighting approach, although designed for
stronger non-uniform attacks, matches the state-of-the-art
adversarial training based algorithms even in traditional uni-
form attack settings. Experiments are conducted on MNIST
(LeCun 1998), CIFAR10 (Krizhevsky 2012) and Tiny Im-
ageNet (Le and Yang 2015) datasets. Finally, we evaluate
the trained models under different attack algorithms and the
DRO setting (Staib and Jegelka 2017).

Baselines and experimental settings We use adversarial
training (Madry et al. 2017) and TRADES (Zhang et al.
2019b) as baselines. In the context of TRADES, the ro-
bust regularization term is governed by a penalty strength
A. Moreover, regarding CIFAR10, we also include our re-
produced results of TAAT(Balaji, Goldstein, and Hoffman
2019), YOPO(Zhang et al. 2019a) and AT4Free(Shafahi
et al. 2019b). We then conduct ablation studies of the re-
weighting approaches on top of the loss function of the base-
lines.

Robustness under non-uniform attack As argued previ-
ously, the core of this work is that the minimax optimiza-
tion objective for adversarial loss should take the distribu-
tion of adversarial examples into account and it should help
the network defend against non-uniform attackers. Now,
we show that the models trained with traditional adversar-
ial training algorithms (PGD-based adversarial training and
TRADES) will perform poorly in the presence of a non-
uniform attacker whereas our method is able to better de-
fend against such non-uniform attacker. The experimental
results are demonstrated in Table 1, Table 2 and Table 3. For
a given Qgy4qck, We observe that Ay, and Ay, are smaller
than A,.pus¢ in most cases on all datasets. For instance,
on MNIST, if the attacker scales the margin error by 2,
i.e. agrack = 2.0, and it generates and sample adversar-
ial examples using the rescaled margin error, the accuracy
on adversarial examples of baseline TRADES model will
decrease dramatically, with A,., = 95.59% dropping to
Asq = 52.15% and Ay, = 51.52%.

Moreover, for a trained model (trained with a specific
Qrain), if the ayes goes larger, indicating that the attacker
is more powerful, A, and Ay, will drop even further. How-
ever, faced with the same non-uniform attacker, our model is
able to achieve better robustness. For example, on MNIST,
if trained with aiyqsn, = 2.0, the modified TRADES model
is able to achieve A,, = 66.71% and A;. = 65.61%
when defending against agirqcr = 2.0, in comparison to
Asa = 52.15% and A = 51.52% of the baseline method.
Our model is able to consistently beat the baselines under
varying auiqck s for all tested datasets.

Robustness under uniform attack Comparing the results
in Table 4 and Table 5, our modified defense mecha-
nism,designed for non-uniform attacks, matches or slightly
outperforms the state-of-the-art uniform attacks. On CI-
FARI1O, the best robust accuracy of TRADES-trained model
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Defense 1/ Qtrain Anat (%) Arob(%)
AT4Free - - 81.80 39.00
YOPO-5-3 - - 83.99 44.72
TIAAT - - 88.60 48.27
PGD - - 82.00 49.29
PGD+ours - 0.01 82.33 49.08
PGD+ours - 0.05 81.75 49.25
PGD-+ours - 0.1 81.60 49.53
TRADES 5 - 8293 | 53.38
TRADES+ours | 5 0.1 8298 | 54.10
TRADES+ours 5 1.0 83.17 54.05
TRADES+ours 5 1.5 82.83 53.91
TRADES+ours 5 2.0 83.41 54.10

Table 4: Natural error and robust error under uniform attacks
on CIFARI10 (Traditional Metrics). The adversarial exam-
ples are generated through 20-PGD with ¢ = 0.031.

using our method is 54.10%, which is better than 53.38% of
the baseline model. Actually, we are able to obtain similar
observations from the results on MNIST and Tiny ImageNet
on models trained using PGD and TRADES. To summarize,
uniform attack results show that our modified training ob-
jective maintain the performance under uniform attacks and
might even increase the performance of the trained models
under traditional metrics.

Defense 1/)\ Qprain | Ana (%) | Aron(%)

PGD - - 35.02 22.27
PGD+ours 6 0.1 35.76 23.16
PGD+ours 6 0.15 34.60 22.17
PGD+ours 6 0.2 35.52 22.75
PGD+ours 6 0.25 33.10 21.36
PGD+ours 6 0.3 34.26 22.75
TRADES 6 - 45.44 27.90
TRADES+ours 6 0.5 44.58 28.28
TRADES+ours 6 1.5 45.64 28.24
TRADES+ours 6 2.0 45.72 28.74
TRADES+ours 6 2.5 45.34 28.44
TRADES+ours 6 3.5 45.35 28.26
TRADES+ours 6 5.0 45.15 28.16

Table 5: Natural error and robust error under uniform attacks
on Tiny ImageNet (Traditional Metrics). The adversarial ex-
amples are generated via 10-PGD with e = 0.016.

Conclusion

This work studies the objective function for adversarial
training. We argue that adversarial examples are not all cre-
ated equal, and therefore the loss function should learn to
weigh the individual examples during training. Our method
improves the performance of both clean data natural accu-
racy and robust accuracy of the baseline under both uniform
and non-uniform attack schemes. The learnable weighted
minimax risk motivates us to analyze the adversarial risk
from a different perspective. That is, we should introduce
flexibility to the model and let it assign different penalties to
the individual data points during adversarial training.
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Adversarial examples could cause extremely high threat
to our society, adversarial defenses are therefore cru-
cial. Despite the impressive accuracy of machine learning
on diverse tasks such as object recognition, speech recogni-
tion, and playing Go, classifiers still fail catastrophically in
the presence of small imperceptible but adversarial pertur-
bations. The existence of such “adversarial examples” ex-
poses a serious vulnerability in current ML systems such as
autonomous driving systems, network systems and security
monitoring systems. This vulnerability exposes our lives and
national security at risk.

Adversarial examples could cause extremely high
threat to our society, adversarial defenses are there-
fore crucial. Despite the impressive accuracy of machine
learning on diverse tasks such as object recognition, speech
recognition, and playing Go, classifiers still fail catastroph-
ically in the presence of small imperceptible but adversarial
perturbations. The existence of such “adversarial examples”
exposes a serious vulnerability in current ML systems such
as autonomous driving systems, network systems and secu-
rity monitoring systems. This vulnerability exposes our lives
and national security at risk.

Our work has the potential to improve almost all exist-
ing adversarial defense mechanisms using a robust error
objective function. Our work provides a new methodology
of designing new objective functions in adversarial defenses,
a new perspective that is complementary to almost all pre-
vious works on adversarial defenses. If plugged into other
methods, our method has the potential to build neural net-
works with stronger robustness without much hampering of
the accuracy.
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