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Abstract

Deep neural networks have been successfully deployed in
various domains of artificial intelligence, including computer
vision and natural language processing. We observe that the
current standard procedure for training DNNs discards all
the learned information in the past epochs except the current
learned weights. An interesting question is: is this discarded
information indeed useless? We argue that the discarded in-
formation can benefit the subsequent training. In this paper,
we propose learning with retrospection (LWR) which makes
use of the learned information in the past epochs to guide the
subsequent training. LWR is a simple yet effective training
framework to improve accuracies, calibration, and robustness
of DNNs without introducing any additional network parame-
ters or inference cost, but only with a negligible training over-
head. Extensive experiments on several benchmark datasets
demonstrate the superiority of LWR for training DNNs.

Introduction
Deep neural networks (DNNs) have been successfully ap-
plied to a wide range of applications in artificial intelligence,
such as automated vehicle control (Levinson et al. 2011),
biometric recognition (Lawrence et al. 1997), and medical
diagnosis (Miotto et al. 2016). For these applications, clas-
sification is a fundamental and important task. It is appeal-
ing to further improve the classification performance, thus
benefiting these applications and extending the application
horizon to more accuracy-critical or safety-critical domains.

The standard procedure for training DNNs on classifica-
tion is to fit DNN outputs to one-hot labels by using the
cross-entropy loss. In a one-hot label, the probability (confi-
dence score) for the ground-truth class is set to 1 while the
probabilities for the other classes are all 0s, which means
that the labels for different classes are orthogonal. However,
it is observed that the individuals in different classes usually
share visual or semantic similarities, e.g., cats may be visu-
ally similar to tigers or leopards. This indicates that one-hot
labels are not necessarily the optimal target to fit as they
ignore the class similarity information. Thus, besides max-
imizing the probability of the ground-truth class, allowing
for probabilities of the other classes (which may be visu-
ally or semantically similar to the ground-truth) to be pre-
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Figure 1: As seen from the coloration patterns of the two
cats, the cat in the first row is more visually similar to a leop-
ard while the cat in the second row is more visually similar
to a tiger. Instead of assigning them the same one-hot label,
it is reasonable to assign them different soft labels with dif-
ferent probabilities for different classes.

served is helpful for mitigating the risk of over-fitting or
over-confidence. Motivated by this observation, we turn to
soft labels. Two intuitive examples about one-hot and soft
labels are shown in Figure 1. For the two cats in Figure 1,
the one-hot labels set the probability for the cat class to 1 and
those for the other classes to 0, which ignores the class sim-
ilarities. In contrast, soft labels are able to take into account
instance-to-class similarities.

Coinciding with the above idea, many approaches have
benefited from soft labels which assign small probabilities
to non-ground-truth classes. The label smoothing regular-
izer (LSR) (Müller, Kornblith, and Hinton 2019; Szegedy
et al. 2016) which uses soft labels generated by interpolat-
ing one-hot labels and uniform-distribution labels has im-
proved the performances on image classification (Szegedy
et al. 2016; Zoph et al. 2018; Real et al. 2019), speech recog-
nition (Chorowski and Jaitly 2016), and machine translation
(Vaswani et al. 2017), but LSR is unable to capture instance-
to-class similarities, e.g., some cats are more visually simi-
lar to tigers while some other cats are more similar to leop-
ards as illustrated in Figure 1. Knowledge distillation (KD)
(Hinton, Vinyals, and Dean 2015) takes advantage of the
instance-level soft labels generated by a pretrained teacher
network to train a student network, thus improving the stu-
dent performance significantly. However, the training cost
of KD is several times of that of the standard training proce-
dure due to two factors: (1) KD first needs to train a teacher
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network; (2) when KD trains the student network, in each
iteration, each image needs to be processed twice, once by
the teacher network and once by the student network.

Instead of using a manually designed uniform distribution
or a pretrained DNN to generate soft labels, we turn to the
learned instance-to-class similarities in the past epochs. In
the standard training procedure, all the learned information
in the earlier epochs except the weights is discarded and the
training process progresses by using one-hot labels all the
time. Different from the standard training procedure, we pro-
pose to learn with retrospection (LWR) to make use of the
learned information in the past epochs. Specifically, LWR
generates and then updates the soft labels for each image by
taking advantage of the output logits in the past epochs. The
soft labels are then used to guide the training in the subse-
quent epochs, thus mitigating the overconfidence or overfit-
ting issue. LWR is able to improve accuracies, robustness,
and calibration of DNNs without introducing any additional
network parameters, without increasing inference cost, and
even without needing to further tune training hyperparame-
ters (i.e., the learning rate scheme, the mini-batch size, the
total epochs in the standard training procedure are all kept),
but only with a negligible overhead for updating soft labels.

Our main contributions are summarized as follows:

• Different from the current standard training procedure
which discards all the learned information in the past
epochs except the learned weights, we propose to learn
with retrospection (LWR) to make use of the learned
information in the past epochs. LWR uses the learned
instance-to-class similarities as soft labels to supervise the
training in the subsequent epochs, thus alleviating over-
confidence or overfitting.

• We empirically demonstrate that LWR significantly im-
proves accuracies, robustness, and calibration of various
modern networks, and outperforms the state-of-the-art la-
bel smoothing based approaches.

Related Work
Label Smoothing
Szegedy et al. (2016) propose the label smoothing regular-
izer (LSR) that utilizes the weighted average of one-hot la-
bels and the uniform distribution as soft labels, and success-
fully uses it to improve the performance of the Inception
architecture on image classification. Ever since then, many
advanced image classification approaches (Zoph et al. 2018;
Real et al. 2019; Huang et al. 2019) have incorporated LSR
into training procedures. Besides image classification, label
smoothing has also been used in speech recognition to re-
duce the word error rate on the WSJ dataset (Chorowski
and Jaitly 2016). Moreover, in machine translation, Vaswani
et al. (2017) show that label smoothing is able to improve
the BLEU score but with a reduction in perplexity. Müller,
Kornblith, and Hinton (2019) empirically show that LSR
is also able to improve the calibration of DNNs. Pereyra
et al. (2017) propose to smooth the output distribution of
a DNN by penalizing low entropy predictions, which ob-
tains consistent performance improvements across various

tasks. Recently, Yuan et al. (2020) propose a new manu-
ally designed label smoothing regularizer named TF-Reg
which is developed from LSR but outperforms LSR. These
label smoothing techniques can be considered as assigning
the same small probability to the non-ground-truth classes,
thus mitigating the overconfidence issue of DNNs. However,
these approaches cannot fully utilize the advantages of label
smoothing as they do not take into account class similarities.

Knowledge Distillation
KD (Hinton, Vinyals, and Dean 2015) is able to overcome
the disadvantages of the manually designed label smoothing
regularizers by taking advantage of the soft labels generated
by a pretrained teacher network to train a student. However,
the training cost of KD is several times of those of using
manually designed regularizers, since KD needs to first train
a powerful teacher, and does inference twice (i.e., once for
the teacher and once for the student) for each training sample
in each iteration when training the student network. To re-
duce the cost of training a powerful teacher which is usually
larger than the student, many self-distillation approaches in-
cluding but not limited to (Xu and Liu 2019; Zhang et al.
2019; Yang et al. 2019b,a; Furlanello et al. 2018; Bagher-
inezhad et al. 2018; Yun et al. 2020) have been proposed.
Zhang et al. (2019) propose to generate soft labels by adding
additional basic blocks or layers to the shallow layers, which
improves the performance but has a large computation and
memory overhead. Born-again networks (Furlanello et al.
2018) and label-refine networks (Bagherinezhad et al. 2018)
are based on the same idea but from different perspectives.
These two approaches train a network in many generations
and use the network in the (i−1)th generation as the teacher
to train the network in the ith generation. In other words,
these approaches do not pretrain a large teacher, but instead
pretrain the network itself as its own teacher, and this pro-
cess can be repeated many times. They still have a large
training overhead as they need to train a network many
times. SD (Yang et al. 2019b) borrows the idea from (Huang
et al. 2017) by relying on a cyclic learning rate schedule
(Loshchilov and Hutter 2017) to train DNNs in many mini-
generations. Consequently, SD cannot use the optimal train-
ing hyper-parameters (e.g., training epochs and learning rate
schemes) already searched in the standard training proce-
dure for modern network architectures such as ResNet (He
et al. 2016a) and VGG (Simonyan and Zisserman 2014).
Moreover, this cyclic learning rate scheme also causes that
SD cannot update the supervision information frequently.
We also find that SD is prone to severe underconfidence.

Note that in this paper, we aim to propose a framework
to improve the DNN performance with comparable training
and inference costs to the standard training procedure. Thus,
we do not compare the proposed method with those ap-
proaches (e.g., born-again and label-refine networks) whose
training or inference cost is several times of ours.

Framework
In this section, we introduce LWR which trains a DNN with
the assistance of itself in the past. To illustrate the connec-
tion between LWR and the standard training procedure, we
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first review the standard process for training DNNs on clas-
sification. Then we make further derivations of the standard
process to show how to train DNNs with retrospection.

Standard Training Procedure
Given a training data set D = (X,Y ) = {(xi, yi)}Ni=1 where
xi is an input sample; yi is the corresponding one-hot label;
and N is the total number of training samples in D, a DNN
f with parameters Θ is trained on D. In the standard train-
ing procedure, the cross-entropy loss between DNN outputs
and one-hot labels is minimized by a gradient descent based
optimizer such as SGD with momentum or Adam (Kingma
and Ba 2015). The DNN is trained for many epochs to well
fit the data, where each epoch means going through all the
samples in the training set once. Suppose that the number of
total training epochs and the mini-batch size are M and B,
respectively. The total number of iterations in each epoch is
dNB e. In each iteration, a mini-batch of training samples (x,
y) are sampled from D and then are fed into DNN f :

z = f(Θ,x) (1)

Note that z are the output logits before softmax. Then the
cross-entropy loss between the output logits and the one-hot
labels are computed:

LCE = H(σ(z),y) (2)

where H is cross-entropy and σ(.) denotes softmax. Then
parameters Θ are updated once in this iteration based on the
gradients of LCE with respect to Θ.

From the beginning to the end of the training process,
more and more information is learned with the observation
that the training and validation accuracies are higher and
higher. It indicates that even in the early iterations, there is
still some useful information that has been learned. How-
ever, we notice that all the information learned in the previ-
ous iterations except the values of Θ is discarded in the stan-
dard training process. In light of this, we propose to learn
with retrospection to make use of the learned information in
the previous iterations to assist the subsequent training. An
interesting problem is how to effectively use the learned in-
formation to assist the training in the subsequent iterations.

Learning with Retrospection
We propose LWR which takes advantage of the training log-
its in the previous epochs to generate soft labels to guide the
training in the subsequent epochs. Thus, besides the one-hot
label, each training data sample also has a soft label gener-
ated during the training process.

Making Use of Training Logits Instead of Discarding In
each iteration of the standard training procedure, training
logits z of a mini-batch of samples are only used to com-
pute cross-entropy loss (2) and then are discarded. We argue
that the training logits contain instance-to-class similarities
which may be useful for subsequent training. We take ad-
vantage of the training logits by using the softmax function
with a temperature to generate soft labels:

s = σ(z/τ) =
exp(z/τ)∑
j exp(z[j]/τ)

(3)

Figure 2: Framework of LWR

where τ is a temperature to soften the logits and z[j] are
the logits corresponding to the jth class. As every training
sample is processed once in each epoch, we can obtain the
soft labels for all the training samples in each epoch.

Training DNNs with LWR As shown in Figure 2, we up-
date the soft labels once every k epochs. In the first k epochs,
there are no soft labels and we just minimize the regular
cross-entropy loss (2). After that, the training is supervised
by both one-hot labels and soft labels. We denote the soft
labels generated in the (i × k)th epoch by sik. sik are used
to guide the training from the (i × k + 1)th epoch to the
((i+ 1)× k)th epoch with the following training objective:

LLWR = αH(σ(z),y) + βτ2K(σ(z/τ), sik) (4)

where K(.) denotes KL-divergence; α and β are two bal-
ancing weights. Note that the gradients do not flow through
sik, since they are just the records of the previous epochs.
As the soft labels are more and more accurate as the train-
ing process progresses, β should be larger and larger and α
should be smaller and smaller from the beginning to the end
of the training process. Based on this idea, in most cases, we
simply set α and β to (1− 0.9× i×k

M ) and (0.9× i×k
M ), re-

spectively, where M is the total number of training epochs.
Thus, when LWR is introduced, almost only two hyperpa-
rameters, i.e., temperature τ and updating interval k, need
to be tuned as LWR can use the training hyperparameters
(i.e., total number of training epochs M , the learning rate
scheme, and mini-batch sizeB) of the standard training pro-
cedure. The training overhead of LWR is the cost of storing
a soft label for each image, which is negligible as these soft
labels do not need to be stored in the GPU memory.

The implementation-level description of LWR is summa-
rized in Algorithm 1.

Why LWR Works
In this part, we provide an analysis of why LWR works.

Benefiting from Label Smoothing LSR smooths one-hot
label y by using a weighted average of the one-hot label and
a uniform distribution, i.e., yLSR = (1− ε)∗y+ ε/C where
ε is a small factor and usually set to 0.1, and C is the to-
tal number of classes. As shown in the existing literature
(Müller, Kornblith, and Hinton 2019), LSR mitigates over-
confidence of DNNs and improves DNN generalization and
calibration. We notice that LSR is a special case of LWR.
The training loss of LSR can be decomposed into two parts:

H(σ(z), yLSR) = (1− ε)H(σ(z), y) + εH(σ(z),
1

C
) (5)

It is observed that (5) shares a similar form to (4), and
K(σ(z/τ), sik) in (4) is equivalent to H(σ(z/τ)), sik) plus
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Algorithm 1 LWR

Input: Training data D, DNN f with parameter Θ
Output: Optimal Θ

1: for i = 1, 2, ...,M epochs do
2: if i ≤ k then
3: Update Θ based on (2) by gradient descent
4: if i == k then
5: Generate soft labels by (3)
6: end if
7: else
8: Update Θ based on (4) by gradient descent
9: if i%k == 0 then

10: Update soft labels by (3)
11: end if
12: end if
13: end for

a constant (i.e., the entropy of soft labels sik). When τ is set
to 1 and the learned soft label sik follows a uniform distribu-
tion, LWR is equivalent to LSR. Thus, LWR is an adaptive
version of LSR, suggesting that it should inherit the advan-
tages of LSR, such as better generalization and calibration.

Benefiting from Instance-level Class Similarities One-
hot labels set the probability for the ground-truth class to
1 while the probabilities for the other classes are all set to
0. This may cause overfitting or overconfidence issues es-
pecially when the training samples in different classes share
visual or semantic similarities. Maximizing the ground-truth
probability while preserving small probabilities for the other
classes may mitigate this issue. It is principled to use class
similarities as the soft labels which assign corresponding
probabilities to different classes. Note that class similarities
may not well represent instance-to-class similarities because
different training samples in the same class may be close to
different classification boundaries. For example, some cats
are more visually similar to dogs while some other cats
are more similar to tigers. This kind of instance-level class
similarities is learned gradually during the training process.
Motivated by this observation, LWR takes advantage of the
training logits to generate instance-level soft labels. There-
fore, LWR also benefits from the learned instance-to-class
similarities during the training process.

Experiments
Experimental Setup
Datasets We report the results on several benchmark
datasets, i.e., CIFAR-10 (Krizhevsky and Hinton 2009),
CIFAR-100 (Krizhevsky and Hinton 2009), Tiny ImageNet
1, CUB-200-2011 (Wah et al. 2011), Stanford Dogs (Khosla
et al. 2011), FGVC-Aircraft (Maji et al. 2013), Abalone
(Dua and Graff 2017), Arcene (Dua and Graff 2017), and
Iris (Dua and Graff 2017). CIFAR-10 is a 10-class image
classification dataset, containing 50,000 training images and
10,000 test images. CIFAR-100 has similar images to those

1https://tiny-imagenet.herokuapp.com

in CIFAR-10, but has 100 classes. Tiny ImageNet, i.e., a sub-
set of ImageNet, has 200 classes, containing 100,000 train-
ing images and 10,000 test images. CUB-200-2011, Stan-
ford Dogs, and FGVC-Aircraft are three fine-grained clas-
sification datasets, containing 11,788 images of 200 bird
species, 22,000 images of 120 breeds of dogs, and 10,200
images of 102 different aircraft model variants, respectively.
Abalone, Arcene, and Iris are three tabular datasets which
are randomly drawn from UCI datasets (Dua and Graff
2017). We follow the default training and test splits. We use
the standard data augmentation strategy for image datasets,
i.e., randomly flipping horizontally, padding, and then ran-
domly cropping. More details are presented in the Appendix.

Architectures To check whether LWR is able to work on
different network architectures, we adopt a variety of mod-
ern architectures including ResNet (He et al. 2016a), PreAct
ResNet (He et al. 2016b), VGG (Simonyan and Zisserman
2014), WRN (Zagoruyko and Komodakis 2016), MobileNet
(Sandler et al. 2018), and ShuffleNet (Ma et al. 2018).

Competitors We compare LWR with the standard train-
ing procedure and label smoothing based methods including
cost-comparable self-distillation methods: (1) STD: STD
trains a DNN by minimizing the regular cross-entropy loss
between output logits and one-hot labels; (2) LSR (Müller,
Kornblith, and Hinton 2019; Szegedy et al. 2016): LSR uses
the weighted average of one-hot labels and a uniform distri-
bution as targets to train a DNN. (3) Max-Entropy (Pereyra
et al. 2017): Max-Entropy smooths the DNN output by max-
imizing its entropy. (4) SD (Yang et al. 2019b): SD is a
self-distillation method that relies on a periodic learning rate
scheme to train a DNN. (5) CS-KD (Yun et al. 2020): CS-
KD distills the predictive distribution of different samples
from the same class. (6) TF-Reg (Yuan et al. 2020): TF-Reg
modifies LSR to generate more accurate soft labels.

Hyperparameters Following the standard training proce-
dure for modern DNNs, we have trained all the networks
for 200 epochs with optimizer SGD with momentum 0.9
and weight decay 5e-4 on CIFAR, CUB-200-2011, Stanford
Dogs, and FGVC-Aircraft, 120 epochs for Tiny ImageNet.
More implementation details are reported in Appendix. For
all the competitors, we report the author-reported results or
use author-provided codes and the optimal hyper-parameters
from the original papers if they are publicly available. Oth-
erwise, we use our implementation. We report the test ac-
curacy in the last epoch unless otherwise specified. All the
results below are reported based on 3 runs.

Classification Accuracy
Regular Classification We use CIFAR-100 and Tiny Im-
ageNet datasets for regular classification. The results are re-
ported in Table 1. It is observed that by simply learning from
the past, LWR improves the performances by a large mar-
gin over the standard training procedure (i.e., STD) on both
datasets across various modern DNN architectures, and also
outperforms all the other label smoothing based approaches
significantly, which demonstrates the effectiveness of LWR.

7204



ResNet-56 WRN-16-4 ShuffleV2 VGG-16 PreAct ResNet-18

CIFAR
-100

STD 72.00±0.16 76.43±0.16 71.12±0.39 74.16±0.28 77.31±0.33
LSR 72.05±0.16 76.45±0.10 71.90±0.13 74.75±0.12 78.24±0.16
Max-Entropy 72.03±0.19 76.47±0.15 71.23±0.22 74.11±0.13 77.65±0.35
SD 72.22±0.20 77.00±0.38 68.70±0.51 74.28±0.35 78.31±0.24
CS-KD 72.05±0.19 76.28±0.11 71.43±0.28 74.61±0.12 78.01±0.13
TF-Reg 72.11±0.29 76.52±0.28 72.09±0.34 74.69±0.18 77.36±0.23
LWR (Ours) 74.25±0.29 (↑ 2.25) 77.88±0.27 (↑ 1.45) 73.53±0.33 (↑ 2.41) 75.24±0.09 (↑ 1.08) 79.73±0.32 (↑ 2.42)

Tiny
ImageNet

STD 56.31±0.05 59.48±0.16 60.80±0.25 62.39±0.45 65.57±0.16
LSR 56.57±0.38 59.33±0.16 61.85±0.27 63.82±0.03 64.91±0.08
Max-Entropy 56.80±0.41 59.06±0.19 61.56±0.40 62.99±0.12 65.25±0.16
SD 57.52±0.17. 59.68±0.13 60.79±0.15 63.14±0.16 65.87±0.28
CS-KD 56.21±0.41 59.92±0.29 61.66±0.34 62.87±0.20 64.29±0.25
TF-Reg 56.43±0.19 59.41±0.10 61.55±0.42 62.95±0.06 64.88±0.47
LWR (Ours) 57.95±0.25 (↑ 1.64) 61.22±0.29 (↑ 1.74) 62.06±0.29 (↑1.26) 64.42±0.06 (↑ 2.03 ) 66.40±0.12 (↑ 0.83)

Table 1: Test Accuracies (%) on CIFAR-100 and Tiny ImageNet. ↑ denotes the absolute improvement over the standard training
procedure (i.e., STD).

ResNet-10 ResNet-18 MobileNetV2 ShuffleNetV2

CUB

STD 58.96±0.12 61.09±0.49 67.20±0.21 61.67±0.85
LSR 59.31±0.21 63.57±0.50 67.97±0.43 62.66±0.11
Max-Entropy 59.00±0.30 61.23±0.37 66.56±0.30 61.10±0.15
SD 59.28±0.34 64.19±0.24 68.15±0.32 63.99±0.29
CS-KD 60.70±0.21 64.57±0.29 67.48±0.32 63.32±0.25
TF-Reg 58.84±0.60 62.04±0.28 67.20±0.43 61.19±0.58
LWR (Ours) 63.14±0.17 (↑ 4.18) 66.47±0.37 (↑ 5.38) 69.00±0.41 (↑ 1.80) 64.37±0.52 (↑ 2.70)

Stanford Dogs

STD 63.91±0.25 66.56±0.28 68.05±0.26 66.08±0.32
LSR 63.36±0.03 67.12±0.86 69.13±0.09 66.90±0.34
Max-Entropy 63.94±0.30 66.42±0.50 67.97±0.30 66.25±0.60
SD 64.65±0.36 68.79±0.06 70.26±0.35 67.30±0.26
CS-KD 64.91±0.26 69.17±0.19 68.73±0.25 66.75±0.31
TF-Reg 63.72±0.44 66.53±0.50 68.36±0.26 66.63±0.26
LWR (Ours) 66.28±0.15 (↑ 2.37) 69.84±0.45 (↑ 3.28) 70.45±0.12 (↑ 2.40) 67.39±0.42 (↑ 1.31)

FGVC-Aircraft

STD 73.89±0.25 79.58±0.25 83.01±0.30 78.00±0.45
LSR 74.52±0.18 80.91±0.28 83.88±0.10 78.40±0.94
Max-Entropy 73.39±0.09 79.59±0.41 82.81±0.45 78.20±0.25
SD 74.98±0.38 80.55±0.80 83.36±0.13 78.09±0.34
CS-KD 74.95±0.40 79.72±0.19 80.62±0.38 77.89±1.55
TF-Reg 73.69±0.38 80.12±0.33 83.39±0.11 78.50±0.31
LWR (Ours) 76.41±0.26 (↑ 2.52) 81.25±0.05 (↑ 1.67) 84.56±0.54 (↑ 1.55) 78.59±0.37 (↑ 0.59)

Table 2: Test Accuracies (%) on fine-grained classification datasets. ↑ denotes the absolute improvement over the STD proce-
dure.

Abalone Arcene Iris

STD 25.75±0.26 83.00±2.16 90.00±2.72
LSR 26.75±0.54 81.00±4.55 92.22±1.57
Max-H 27.15±1.17 79.67±3.77 94.44±1.57
SD 25.79±0.91 81.00±1.63 93.33±2.72
CS-KD 27.70±1.08 83.67±0.94 94.44±1.57
TF-Reg 25.87±0.52 80.00±2.16 90.00±2.72
LWR (Ours) 31.86±0.51 85.33±1.25 95.56±1.57

Table 3: Test Accuracies (%) on Tabular Datasets

Fine-grained Classification We adpot CUB-200-2011,
Stanford Dogs, and FGVC-Aircraft datasets for fine-grained

classification. Table 2 reports the comparison results on
these three fine-grained datasets. LWR obtains much bet-
ter performances than those of the standard training proce-
dure and the other label smoothing based approaches. Over-
all, the superiority of LWR becomes more obvious on fine-
grained datasets. This is not surprising due to the following
facts: (1) fine-grained image classification contains more vi-
sually similar classes; (2) STD uses one-hot labels which are
orthogonal for different classes, ignoring class similarities;
(3) in contrast, LWR takes advantage of soft labels which
contain instance-to-class similarities. This also implies that
the instance-to-class similarity is significantly important for
fine-grained classification.
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CIFAR-100 Tiny ImageNet
ShuffleNetV2 Preact ResNet-18 ShuffleNetV2 Preact ResNet-18

STD 12.60±0.16 7.52±0.30 10.12±0.22 11.04±0.11
LSR 3.16±0.47 10.81±0.44 2.89±0.15 8.33±0.43
Max-Entropy 13.87±0.24 8.41±0.14 11.88±0.47 13.43±0.11
SD 28.63±0.38 32.74±0.18 25.34±0.50 31.03±0.21
CS-KD 8.84±0.19 4.69±0.56 5.33±0.31 6.66±0.43
TF-Reg 3.25±0.20 10.76±0.14 8.16±0.43 9.13±0.42
LWR (Ours) 2.87±0.06 (↓ 9.73) 3.53±0.13 (↓ 3.99) 4.30±0.33 (↓ 5.82) 1.58±0.32 (↓ 9.46)

Table 4: ECE (%) Results. For ECE, the lower is better. ↓ denotes the absolute ECE reduction below the STD training procedure.

Figure 3: ShuffleNetV2 on
CIFAR-100

Figure 4: Preact ResNet-18
on CIFAR-100

Figure 5: ShuffleNetV2 on
Tiny ImageNet

Figure 6: Preact ResNet-18
on Tiny ImageNet

Tabular Data Classification To evaluate LWR on non-
image data, we conduct a series of experiments on three
tabular datasets which are randomly drawn from the UCI
dataset. We follow (Zhang et al. 2018) and adopt the neu-
ral network with two hidden, fully-connected layers of 128
units. We train it for 50 epochs with mini-batche size 16
by using Adam (Kingma and Ba 2015) with default hyper-
parameters. As shown in Table 3, LWR improves 6.11%,
2.33%, and 5.56% of the accuracies over the strand train-
ing procedure on the three datasets, respectively, and out-
performs the other approaches significantly, which demon-
strates the applicability of LWR on non-image data.

Calibration
With the deployment of DNNs in high-risk domains, predic-
tive uncertainty of DNNs is of increasing importance. The
predictive confidence of a well-calibrated classifier should
be indicative of the accuracy. Following the existing work
(Guo et al. 2017; Müller, Kornblith, and Hinton 2019), we
use Expected Calibration Error (ECE) and Reliability Dia-
grams to measure the calibration effects. Specifically, ECE
is the expected difference between confidence scores (i.e.,
the winning softmax scores) and accuracies. It is calculated
by partitioning classifier predictions into M bins of equal
size and taking a weighted average of differences between
confidence scores and accuracies in the bins:

ECE =
M∑

m=1

|Bm|
n
|acc (Bm)− conf (Bm)| (6)

where n is the total number of samples;Bm is the set of sam-
ples whose confidence scores fall into bin m; |Bm| denotes
the number of samples in Bm; acc(Bm) is the accuracy of
Bm; and conf(Bm) is the average confidence of Bm.

Table 4 reports the ECE of different approaches. LWR im-
proves the calibration over the standard training procedure
consistently and significantly. As expected, in most cases,
LWR and LSR perform better than the other approaches, and
overall LWR outperforms all the other competitors.

To better understand the overconfidence or underconfi-
dence issue of different approaches, we plot the reliability
diagrams of these approaches. The reliability diagram plots
the expected accuracy as a function of the confidence. Thus,
the identity function implies the optimal calibration. Figure
3, Figure 4, Figure 5, and Figure 6 show the reliability dia-
grams of different approaches on CIFAT-100 and Tiny Ima-
geNet with ShuffleNetV2 and Preact ResNet-18. We plot the
red line (i.e., the identity function) to represent the optimal
calibration. We have the following observations: (1) LWR,
LSR, and TF-Reg are closer to the optimal calibration than
the other approaches, which demonstrates the effectiveness
of LWR on calibration; (2) STD and Max-Entropy are prone
to overconfidence, where the overconfidence of STD has
also been observed by the existing studies (Guo et al. 2017;
Müller, Kornblith, and Hinton 2019); (3) SD suffers from se-
vere underconfidence; (4) The calibration of CS-KD varies
with datasets. Specifically, it is overconfident on CIFAR-100
but well calibrated on Tiny ImageNet.

Robustness

As DNNs have been applied to security-critical tasks such as
autonomous driving and medical diagnosis, the robustness
of DNNs becomes extraordinarily important. Following the
existing study (Zhang et al. 2017), we use CIFRA-10 with
different levels of corrupted labels to evaluate the robustness
of different approaches. Specifically, we use the open-source
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Noise Accuracy STD LSR SD CS-KD TF-Reg LWR(Ours)

20% Last 83.81±0.13 84.21±0.41 90.13±0.17 83.62±0.15 83.89±0.69 93.80±0.13 (↑ 9.99)
Best 91.78±0.07 91.77±0.18 90.72±0.21 85.69±0.23 91.85±0.15 94.17±0.04 (↑ 2.39)

40% Last 66.32±0.56 66.93±0.92 83.22±0.74 69.51±0.51 65.77±2.39 89.14±0.30 (↑ 22.82)
Best 88.89±0.06 89.41±0.25 86.57±0.20 84.00±0.68 88.96±0.12 89.43±0.32 (↑ 0.54)

60% Last 45.05±0.71 46.35±1.24 75.01±0.27 49.90±0.45 45.01±1.05 86.19±0.05 (↑ 41.14)
Best 84.38±0.14 84.74±0.06 81.17±0.17 77.39±0.98 84.51±0.06 87.27±0.08 (↑ 2.89)

80% Last 27.08±1.51 26.18±0.49 65.79±0.68 27.82±0.51 26.52±0.26 72.27±0.19 (↑ 45.19)
Best 73.32±0.23 73.04±0.23 71.14±0.33 60.07±1.42 72.12±0.38 78.72±0.10 (↑ 5.40)

Table 5: Robustness Results with Preact ResNet-18 on CIFAR-10 with different levels of noise

k=1 k=5 k=10 k=20 k=50 k=100

τ=5

PreAct ResNet-18 79.50±0.10 79.73±0.22 79.27±0.10 78.67±0.52 78.46±0.51 76.32±0.11
ResNet-56 73.40±0.31 74.25±0.29 73.87±0.15 73.37±0.17 73.53±0.27 72.98±0.23
WRN-16-4 77.88±0.27 77.64±0.39 77.63±0.18 77.60±0.22 77.37±0.29 76.60±0.09
ShuffleNetV2 73.45±0.05 73.53±0.33 73.55±0.30 73.33±0.11 73.20±0.19 72.50±0.03
VGG-16 74.97±0.08 75.05±0.07 74.94±0.16 75.24±0.11 75.24±0.09 74.13±0.27

τ=10

PreAct ResNet-18 79.39±0.30 79.12±0.03 79.60±0.17 78.95±0.11 78.24±0.27 76.50±0.38
ResNet-56 73.66±0.15 73.40±0.30 73.62±0.29 73.65±0.17 73.81±0.19 72.62±0.40
WRN-16-4 77.17±0.14 77.43±0.20 77.23±0.12 77.84±0.13 77.38±0.33 76.64±0.12
ShuffleNetV2 73.29±0.20 72.89±0.37 73.55±0.24 73.16±0.10 73.57±0.34 72.89±0.09
VGG-16 74.78±0.36 74.87±0.32 74.88±0.14 75.14±0.26 75.27±0.28 74.15±0.16

Table 6: Effects of updating interval k and temperature τ in terms of test accuracy (%) on CIFAR-100

implementation 2 of (Zhang et al. 2017) to generate four
CIFAR-10 training sets, where 20%, 40%, 60%, and 80%
of the labels are replaced with random noise, respectively.
All the test labels are kept intact for evaluation.

The results are summarized in Table 5, where we report
the test accuracy in the last epoch (i.e., the 200th epoch) and
the best test accuracy achieved during the training process.
First, we notice that there is a large gap between the last ac-
curacy and the best accuracy for most approaches. The rea-
son is that as the training progresses, the DNN overfits the
noise in the later epochs. (Arpit et al. 2017; Han et al. 2018)
have a similar observation that DNNs first memorize train-
ing data with clean labels and then those with noisy labels.
Especially, when the noise rate is 80%, the DNN trained
with STD overfits a large amount of noise at later epochs,
which leads to an extremely large accuracy gap between the
last epoch and the best epoch. However, LWR significantly
mitigates this issue as LWR makes use of the information
in the past epochs instead of overfitting noise. As expected,
LWR improves the robustness of DNNs significantly.

Effects of Interval k and Temperature τ
Interval k denotes updating soft labels once every k epochs,
and temperature τ controls the softness of the labels. We
check their effects on the performance of LWR. Table 6
summarizes their effects across different DNN architectures
on CIFAR-100. It is not surprising that when interval k
is smaller than a threshold (i.e., the updating frequency is
greater than a number), LWR works reasonably well, and

2https://github.com/pluskid/fitting-random-labels

when k is set to a large number (e.g., 100), the performances
drop significantly. On the other hand, the best performances
of almost all the networks are obtained when τ is set to 5
rather than 10. The reason can be that as seen from (3), set-
ting τ to a large number leads to a flat distribution, which
may weaken the information in the soft labels.

Conclusion and Future Work
It is observed that samples in different classes usually share
some visual or semantic similarities. However, the typically
used one-hot labels cannot capture this kind of information
as they are orthogonal for different classes. On the other
hand, we also observe that the standard training procedure
discards all the information learned in the past epochs except
the weights. Motivated by these observations, we propose
LWR to make use of the learned information in the past to
guide the subsequent training. Specifically, the training log-
its in the past epochs are used to generate soft labels to pro-
vide supervision for the subsequent training. LWR benefits
from label smoothing effects and instance-to-class similari-
ties. To this end, LWR is able to improve accuracies, calibra-
tion, and robustness of DNNs without introducing any net-
work parameters, without any additional inference cost, but
only with a negligible training overhead. Extensive experi-
ments on several datasets have demonstrated the effective-
ness of LWR across various modern network architectures.

We have applied this idea of learning from the past on
classification by proposing LWR. Besides classification, the
idea is expected to generalize to regression. We leave the
question on how to use the past learned information in train-
ing regression tasks to the future work.
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