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Abstract

Two factors have proven to be very important to the perfor-
mance of semantic segmentation models: global context and
multi-level semantics. However, generating features that cap-
ture both factors always leads to high computational com-
plexity, which is problematic in real-time scenarios. In this
paper, we propose a new model, called Attention-Augmented
Network (AttaNet), to capture both global context and multi-
level semantics while keeping the efficiency high. AttaNet
consists of two primary modules: Strip Attention Module
(SAM) and Attention Fusion Module (AFM). Viewing that
in challenging images with low segmentation accuracy, there
are a significantly larger amount of vertical strip areas than
horizontal ones, SAM utilizes a striping operation to reduce
the complexity of encoding global context in the vertical di-
rection drastically while keeping most of contextual informa-
tion, compared to the non-local approaches. Moreover, AFM
follows a cross-level aggregation strategy to limit the com-
putation, and adopts an attention strategy to weight the im-
portance of different levels of features at each pixel when
fusing them, obtaining an efficient multi-level representa-
tion. We have conducted extensive experiments on two se-
mantic segmentation benchmarks, and our network achieves
different levels of speed/accuracy trade-offs on Cityscapes,
e.g., 71 FPS/79.9% mloU, 130 FPS/78.5% mloU, and 180
FPS/70.1% mloU, and leading performance on ADE20K as
well.

Introduction

Scene parsing, also known as semantic segmentation, pre-
dicts dense labels for all pixels in an image. As one of the
fundamental tasks in computer vision, it has various applica-
tions in the fields of autonomous driving, video surveillance,
robot sensing, and so on, many of which have a high demand
for both segmentation accuracy and inference speed.

To achieve high accuracy, segmentation models need to
generate features with global context information and multi-
level semantics, both of which are known to be important
factors in scene parsing. Global scene clues are typically
captured via heavy networks with sizable receptive fields,
e.g., PSPNet (Zhao et al. 2017), DANet (Fu et al. 2019a),
and AlignSeg (Huang et al. 2020) use ResNet101 (He et al.
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Figure 1: Inference speed and mloU performance on the
Cityscapes test set. Our method is marked as red points,
while grey dots represent other methods. * indicates that the
model uses TensorRT for acceleration.

2016) as the backbone network. Besides, multi-level repre-
sentations rely on both semantic information in high-level
features and spatial details in low-level features. Neverthe-
less, both of them almost always require huge computation
which is problematic to real-time applications.

On the other hand, in order to accelerate models for
real-time scenarios, many state-of-the-art methods adopt
light-weight backbone networks or restrict the size of in-
put images. Though greatly boosting the inference speed,
their accuracy is still unsatisfying due to the compromise
on the aforementioned two factors. To achieve a better
speed/accuracy trade-off, we propose Attention-Augmented
Network (AttaNet) which can capture both global context
and multi-level representations while keeping high compu-
tational efficiency.

In order to capture non-local contextual information with
limited computation, we started by investigating one of
the most commonly used approaches in scene parsing, the
self-attention mechanism (Cheng, Dong, and Lapata 2016;
Vaswani et al. 2017), which is capable of capturing long-
range dependencies. Yet we can observe that these self-
attention based models need to generate huge attention maps
which are computationally expensive, e.g., the non-local
block in Non-local Networks (Wang et al. 2018) and the po-
sition attention module in DANet (Fu et al. 2019a) both have
a computational complexity of O((H x W) x (H x W)),



where H and W donate the spatial dimensions of the input
feature map. Therefore, many recent studies were proposed
to achieve the same goal in a more efficient way, e.g., CCNet
(Huang et al. 2019) reduces the computational complexity to
O((H x W) x (H+W —1)). However, the computational
overhead is still too high to meet the real-time requirement.

In this work, we address this challenge by proposing an
efficient self-attention based module called Strip Attention
Module (SAM). SAM is inspired by the segmentation re-
sults in previous works, from which we find that various
networks all achieved the lowest accuracies in classes such
as fence, pole, and train, which are contextually consistent
and robust in a specific direction. The usage of large square
pooling kernels would corrupt the structural details of these
classes and incorporate contaminating information from ir-
relevant regions. This motivates us to introduce a striping
operation into the traditional self-attention method, which
can reduce the size of the attention map and also strengthen
the directional consistency. Specifically, viewing that for
classes with low accuracy there are a significantly larger
amount of vertical strip areas than horizontal ones, SAM
utilizes a striping operation to encode the global context in
the vertical direction and then harvests long-range relations
along the horizontal axis. By applying SAM, each position
in the feature map is connected with pixels in different col-
umn spaces, and the computational complexity is reduced to
O((H x W) x W). Besides, SAM can be trivially modified
to perform horizontal striping for different purposes.

Moreover, we investigate how to generate multi-level rep-
resentations for each pixel with negligible computational
overhead. In mainstream semantic segmentation architec-
tures, the feature fusion method is used to incorporate multi-
level semantics into encoded features. Here we choose the
cross-level aggregation architecture for its high efficiency.
However, we find that multi-level features have different
properties, e.g., high-level features encode stronger seman-
tics while low-level features capture more spatial details.
Simply combining those features would limit the effective-
ness of information propagation. To mitigate this issue, we
propose an Attention Fusion Module (AFM) which adopts
an attention strategy that learns to weight multi-level fea-
tures at each pixel location with minimal computation. Be-
sides, we only apply AFM between the last two stages of the
backbone network to further improve the efficiency.

We conducted extensive experiments on the two most
competitive semantic segmentation datasets, i.e., Cityscapes
(Cordts et al. 2016) and ADE20K (Zhou et al. 2017). Our
approach achieves top performance on both of them. To il-
lustrate the performance comparisons, we show the accuracy
and inference time of different networks on the Cityscapes
dataset in Figure 1.

To summarize, our main contributions are three-fold:

* We introduce a Strip Attention Module which is able to
capture long-range dependencies with only slightly in-
creased computational cost.

* We propose a novel Attention Fusion Module to weight
the importance of multi-level features during fusion,
which attains a multi-level representation effectively and
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efficiently.

* Not only did our network achieve the leading perfor-
mance on Cityscapes and ADE20K, the individual mod-
ules can also be combined with different backbone net-
works to achieve different levels of speed/accuracy trade-
offs. Specifically, our approach obtains 79.9%, 78.5%,
and 70.1% mloU scores on the Cityscapes test set while
keeping a real-time speed of 71 FPS, 130 FPS, and 180
FPS respectively on GTX 1080Ti.

Related Work

Self-attention Model. Self-attention models can capture
long-range dependencies and have been widely used in
many tasks. Mou et al. (Mou, Hua, and Zhu 2019) intro-
duced two network units to model spatial and channel re-
lationships respectively. OCNet (Yuan and Wang 2018) and
DANet (Fu et al. 2019a) use the self-attention mechanism
to capture long-range dependencies from all pixels. How-
ever, these methods need to generate huge attention maps,
which adds much computational overhead. To reduce the
complexity of the self-attention mechanism, CCNet (Huang
et al. 2019) leverages two criss-cross attention modules to
generate sparse connections (H + W + 1) for each posi-
tion. ACFNet (Zhang et al. 2019) directly exploits class-
level context to reduce the computation along channel di-
mensions. To capture long-range relations more effectively
and efficiently, we introduce a striping operation in the Strip
Attention Module. Different from the strip pooling used to
enlarge the receptive field in work (Hou et al. 2020), ours is
designed to strengthen the contextual consistency in a spe-
cific direction while reduce the size of the affinity map.

Multi-level Feature Fusion. Feature fusion is frequently
employed in semantic segmentation to combine multi-level
representations (Long, Shelhamer, and Darrell 2015; Ron-
neberger, Fischer, and Brox 2015; Lin et al. 2017; Badri-
narayanan, Kendall, and Cipolla 2017; Fu et al. 2019b).
For multi-level feature fusion, one solution is to adopt the
multi-branch framework, e.g., ICNet (Zhao et al. 2018) and
BiSeNet series (Yu et al. 2018a, 2020) add an extra branch to
remedy the lost spatial details in high-level features. To fur-
ther boosts the inference speed, another type of methods (Li
et al. 2019a, 2020) implement a cross-level feature aggre-
gation architecture with less computation. Nevertheless, all
these methods ignore the representation gap among multi-
level features, which limits the effectiveness of informa-
tion propagation. Recently, GFF (Li et al. 2019b) uses gates
to control information propagation, but ignores to limit the
computation while maintaining effectiveness. In this regard,
we propose the Attention Fusion Module which adopts a
lightweight attention strategy to bridge the gap among multi-
level features with high adaptability and efficiency.

Real-time Segmentation. The goal of real-time semantic
segmentation algorithms is to generate high-quality predic-
tions while keeping high inference speed. ICNet proposes an
image cascade network using multi-resolution images as in-
put to raise efficiency. BiSeNetV2 introduces a detail branch
and a semantic branch to reduce calculation. Both of them



Figure 2: Illustration of the overall architecture. In the figure,
ResNet18 is used as the backbone for exemplar illustration.

adopt shallow layers on the high-resolution image to speed
up, while other branches have deep layers to obtain high-
level semantics on low-resolution images. Besides, DFANet
and LiteSeg (Emara, Abd El Munim, and Abbas 2019) adopt
a lightweight backbone to speed up the inference. Differ-
ent from these approaches, our model can work with large
backbone networks while reducing computational complex-
ity and reserving both semantic and spatial information.

Method

The overall network architecture of the proposed AttaNet is
shown in Figure 2. As we can see, our AttaNet is a convolu-
tional network that uses a cross-level aggregation architec-
ture, which will be explained in the next subsection. Two
key modules are then introduced respectively. To capture
long-range relations efficiently, we propose the Strip Atten-
tion Module (SAM). And we introduce the Attention Fusion
Module (AFM) where efficient feature aggregation is per-
formed. Without loss of generality, we choose pre-trained
ResNet (He et al. 2016) from ImageNet (Russakovsky et al.
2015) as our backbone by removing the last fully-connected
layer, and other CNNss can also be chosen as the backbone.

Network Architecture

As shown in Figure 2, taking an image I € R3*7xW a5

input, where 3, H, W indicate the RGB channels, height,
width of I respectively, we first feed the image into the back-
bone network to generate convolutional features I}, F5 from
the last layer of the res4 and res5 blocks respectively. Then
Fy, F5 are sent into Attention Fusion Module followed by a
3 X 3 convolution layer for feature smoothness. After that,
we send the feature into Strip Attention Module, then resize
it to 1/8 of the original image and pass it through a 3 x 3
convolutional layer to form the final features which are used
to predict the pixel-wise segmentation results.

In SAM, we add a Striping layer before the Affinity op-
eration to get the strongest consistency along anisotropy or
banded context. Then we utilize the Affinity operation to
find out the long-range relations in the horizontal direction
to further enhance the consistency. Furthermore, in AFM,
we use an attention strategy to make the model focus on the
most relevant features as needed, which bridges the repre-
sentation gap between multi-level features and enables ef-
fective information propagation.
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For explicit feature refinement, we use deep supervision
to get better performance and make the network easier to
optimize. We use the principal loss function to supervise the
output of the whole network. Moreover, we add two specific
auxiliary loss functions to supervise the output of the res3
block and AFM. Finally, we use a parameter A to balance
the principal loss and the auxiliary loss:

K
L=1,+X\> I,
=1

where [,, is the principal loss of the final output. /; is the
auxiliary loss for the output of the res3 block and AFM. L
is the joint loss. Particularly, all the loss functions are cross-
entropy losses. K and \ are equal to 2 and 1 respectively in
our implementation.

Strip Attention Module

In order to capture non-local contextual relations and also
reduce the computational complexity in time and space, we
introduce a module called Strip Attention Module. In par-
ticular, motivated by segmentation results in precious works
(Fu et al. 2019a; Zhang et al. 2019), we apply a Striping op-
eration to maintain contextual consistency along the vertical
direction and further gather global affinity information be-
tween each pixel and banded structures along the horizontal
axis. Figure 3 gives the detailed settings of Strip Attention
Module.

More precisely, given an input feature map F €
REXHXW where C' is the number of channels, H and W
are the spatial dimensions of the input tensor. We first feed
F' into two convolution layers with 1 x 1 filters to gen-
erate two new feature maps () and K respectively, where
{Q,K} € RE*HXW (s less than C due to dimension
reduction. We then apply a Striping operation on feature K
to encode the global context representation in the vertical
direction. Since the number of vertical strip areas is signif-
icantly larger than that of the horizontal ones in the natural
images we are dealing with, the Striping operation repre-
sents average pooling with a pooling window of size H x 1
in our work, and it can be extended to other directions for
different purposes.

Then we reshape local features @ and K to RS <Y and
RE'™*W respectively, where N H x W is the num-
ber of pixels. After that, we perform an Affinity operation
between Q7 and K to further calculate the attention map
A € RN*W along the horizontal direction. The Affinity op-
eration is defined as follows:

exp(Q; - Kj)
Sy exp(Qi - Kj)

where A;; € A denotes the degree of correlation between
Qi and K T

Meanwhile, we feed feature F' into another convolutional
layer with a kernel size of 1 x 1 to generate feature map
V e REXHXW Similar to the above operation, for local
feature V' we can obtain a representation map in the ver-
tical dimension whose spatial dimension is C x 1 x W

g =
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Figure 4: The details of Attention Fusion Module.

and reshape it to V'€ RC*W . Then we perform a matrix

multiplication between A and VT and reshape the result to
REXHXW Finally, we perform an element-wise sum oper-
ation with the input feature map F' to obtain the final output
F' € REXHXW a5 follows:

N
Fj=% A Vit Fj,
=1

where F]’ is a feature vector in the output feature map F’
at position j. The contextual information is added to the in-
put feature map F' to augment the pixel-wise representation
ability especially for banded structures.

The benefits of our SAM are three-fold. First, since the
striped feature map is the combination of all pixels along the
same spatial dimension, this gives strong supervision in cap-
turing anisotropy or banded context. Second, we first ensure
that the relationships between each pixel and all columns are
considered, and then estimate the attention map along the
horizontal axis, thus our network can generate dense contex-
tual dependencies. Moreover, this module adds only a few
parameters to the backbone network, and therefore takes up
very little GPU memory.

Attention Fusion Module

As stated before, feature fusion is widely used for incorpo-
rating multi-level representations. The most commonly used
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approaches for aggregation are like works (Yu et al. 2018c;
Chen et al. 2018), i.e., first upsampling Fj via bilinear in-
terpolation and then concatenating or adding the upsampled
F; and F;_; together. However, low-level features contain
excessive spatial details while high-level features are rich
in semantics. Simply aggregating multi-level information
would weaken the effectiveness of information propagation.
To address this issue, we introduce Attention Fusion Mod-
ule which enables each pixel to choose individual contex-
tual information from multi-level features in the aggregation
phase.

The detailed structure of our Attention Fusion Module is
illustrated in Figure 4. Given two adjacent feature maps F;
and Fj_q, we first upsample F; to the same size as Fj_;
by the standard bilinear interpolation. Meanwhile, we feed
F;_4 into a 3 x 3 convolutional layer (with BN and ReL.U).
Then the upsampled Fj is concatenated with the local fea-
ture F;_1 , and the concatenated features are fedtoa 1 x 1
convolutional layer. After that, we leverage a global average
pooling operation followed by a convolutional layer with
kernel size of 1 x 1 to predict the relative attention mask
a. After obtaining two attention maps, we further perform
pixel-wise product between masks and the predictions fol-
lowed by pixel-wise summation among them to generate the
final results, i.e.,

Output = Sum(Upsample(F) - a, Fi_1 - (1 — ).

This module employs the relative attention mask of adja-
cent features to guide the response of both features. This
way, it bridges the semantic and resolution gap between
multi-level features compared to the simple combination.

Experiments

To evaluate the proposed approach, we conducted extensive
experiments on the Cityscapes dataset (Cordts et al. 2016)
and the ADE20K dataset (Zhou et al. 2017). Experimen-
tal results demonstrate that AttaNet obtains leading perfor-
mance on both Cityscapes and ADE20K. In the following
subsections, we first introduce the datasets and implementa-
tion details, and then we carry out a series of comparisons
and ablation experiments on the Cityscapes dataset. Finally,
we report our results on the ADE20K dataset.



Datasets

Cityscapes. Cityscapes is a dataset for urban scene seg-
mentation, which contains 5000 images with fine pixel-level
annotations and 20000 images with coarse annotations. Each
image has a resolution of 1024 x 2048 and contains 19
classes of semantic labels. The 5000 images with fine an-
notations are further divided into 3 subsets of 2975, 500,
and 1525 images for training, validation, and testing, respec-
tively.

ADE20K. ADE20K is a challenging scene parsing bench-
mark. The dataset contains 20K/2K images for training and
validation which are densely labeled as 150 stuff/object cat-
egories. Images in this dataset are from different scenes with
more scale variations.

Implementation Details

Our model utilizes ImageNet pre-trained ResNet18 (He et al.
2016) as the backbone. The last fully-connected layer is re-
moved and the feature fusion method is applied between the
output of the res4 block and res5 blocks.

Training Settings. We train the network using standard
SGD (Krizhevsky, Sutskever, and Hinton 2012). The mini-
batch size is set to 16 and 32 for Cityscapes and ADE20K
respectively. And we use the momentum of 0.9 and a weight
decay of 5¢(—4) Similar to other works(Chen et al. 2017;
Yu et al. 2018b), we apply the ‘poly’ learning rate policy in
which the initial learning rate is set to 1e(=2) and decayed
by (1 — ;e )P " with power=0.9. The training images
are augmented by employing random color jittering, random
horizontal flipping, random cropping, and random scaling
with 5 scales {0.75, 1.0, 1.5, 1.75, 2.0}. For Cityscapes, im-
ages are cropped into size of 1024 x 1024, and the network
is trained with 200k iterations. For ADE20K, crop size of
512 x 512 and 250K training iterations are used for training.

Inference. During the inference phase, we use a full image
as input and follow the resizing method used in BiSeNetV2
(Yu et al. 2020). For quantitative evaluation, the standard
metric of mean pixel intersection-over-union (mIOU) is em-
ployed for accurate comparison and performance measuring,
frames per second (FPS), number of float-point operations
(FLOPs), and the number of model parameters are adopted
for speed comparison.

Experiments on Cityscapes

Comparisons with state of the art. In Table 1, we pro-
vide the comparisons between our AttaNet and the state-
of-the-art real-time models. Our method is tested on a sin-
gle GTX 1080Ti GPU with a full image of 1024 x 2048
as input which is resized into 512 x 1024 in the model.
Then we resize the prediction to the original size and the
time of resizing is included in the inference time measure-
ment, which means the practical input size is 1024 x 2048.
The speed is tested without any accelerating strategy and we
only use train-fine data for training. As reported in Table 1,
we get 70.1% mloU with 180 FPS by stacking only eight
convolution layers as the backbone network. As can be ob-
served, the inference speed is significantly faster than that
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Approach Backbone  mloU / FPS
ICNet (Zhao et al. 2018) ResNet50 69.5/34
BiSeNetV1 A (Yuetal. 2018a)  Xception39  68.4/105.8
SwiftNet (Orsic et al. 2019) ResNet18 75.5/39.9
SwiftNet-ens (Orsic et al. 2019)  ResNet18 76.5/18.4
DFANet A (Li et al. 2019a) Xception A 71.37100
DFANet A’ (Li et al. 2019a) Xception B 70.3/7160
DFANet B (Li et al. 2019a) Xception B 67.1/120
DF1-Seg’ (Li et al. 2019) DF1 73.0/80.8
DF2-Seg’ (Li et al. 2019) DF2 74.8/55
CellNet (Zhang et al. 2019) - 70.5/ 108
BiSeNetV2' (Yu et al. 2020) - 72.6/156
BiSeNetV2' (Yu et al. 2020) - 75.8/47.3
SFNet (Li et al. 2020) DF1 74.5/74
SFNet (Li et al. 2020) DF2 77.8/53
SFNet (Li et al. 2020) ResNet18 78.9/18
SFNet? (Li et al. 2020) ResNet18 80.4/18
FANet-18 (Hu et al. 2020) ResNet18 744172
FANet-34 (Hu et al. 2020) ResNet18 75.5/58
AttaNet - 70.1/180
AttaNet (ResNet18) ResNet18 78.5/130
AttaNet (DF2) DF2 799/171

Table 1: Comparison on the Cityscapes test set with state-of-
the-art real-time models.  indicates that the model is tested
using TensorRT for acceleration. I indicates the model uses
Mapillary dataset for pretraining.

SAM AFM mioU (%) Aa GELOPs (&)
72.8 . -
v 77.1 431 0.185
v 773 451 0.336
v v 785 571 0.521

Table 2: Ablation study for the proposed modules on the
Cityscapes validation set, where ResNet18 with feature ag-
gregation architecture serves as the strong baseline.

of the other models and the accuracy is comparable, which
proves that even without heavy backbones our approach still
achieves better performance than other approaches. Besides,
our ResNet18 and DF2 based model achieves 130 FPS with
78.5% mloU and 71 FPS with 79.9% mloU respectively,
which set the new state of the art on accuracy/speed trade-
offs on the Cityscapes benchmark. It is worth mentioning
that, with ResNet18 and DF2, the accuracy of our method
even approaches the performance of the models that mainly
focus on accuracy.

To demonstrate the advantages of AttaNet, we provide the
qualitative comparisons between AttaNet and the baseline
in Figure 5. We use the red squares to mark the challenging
regions. One can observe that the baseline network easily
mislabels those regions but our proposed network is able to
correct them, which clearly shows the effectiveness of At-
taNet.

Ablation study on proposed modules. To verify the ef-
fectiveness of the proposed modules, we first conduct ab-
lation experiments on individual components, namely Strip



Image Baseline Result GT

Figure 5: Visualization results of AttaNet on the Cityscapes
validation set.

w/o SAM

Figure 6: Qualitative comparison between our approach w/o
and w/ SAM on the Cityscapes validation set.

Attention Module (SAM) and Attention Fusion Module
(AFM). Without loss of generality, all results are obtained
by training on the training set and evaluating on the valida-
tion set of Cityscapes. As shown in Table 2, the baseline net-
work achieves 72.8% mloU. By adding SAM, we get 77.1%
mloU by an improvement of 4.3%. Meanwhile, adding AFM
brings 4.5% mloU gain. Finally, we append SAM and AFM
together, which further improves mloU to 78.5%. All these
improvements show that our modules bring great benefit to
scene parsing. We also cropped some patches from some im-
ages in the Cityscapes val set, and show the comparison re-
sults in Figure 6 and Figure 7. We superimposed red squares
to mark those challenging regions. While other methods eas-
ily mislabel those areas, the proposed modules are able to
rectify misclassification results. Also, we can observe that
SAM generates more consistent segmentation inside large
objects or along the banded areas, while AFM can exploit
more discriminative context for each class, and that is prob-
ably why AFM achieves slightly higher performance than
SAM does.

We further conducted a series of comparison experiments
on other algorithmic aspects. Specifically, we adopt the
amount of computation, Memory usage, and mloU score for
comparison. As shown in Table 3, the top part compares the
attention methods, and the bottom part compares the feature
fusion methods. When given an input feature with a fixed
size, SAM significantly reduces FLOPs by about 94.5%,
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w AFM

Image w/o AFM

Figure 7: Qualitative comparison between our approach w/o
and w/ AFM on the Cityscapes validation set.

Approach mlOU GFLOPs Memory
Baseline 72.8 - -
NL (Wang et al. 2018) 78.1 3.357 334M
RCCA (Huang et al. 2019) 77.7 0.472 26M
EMA (Li et al. 2019) 75.0 0.335 12M
SAM-horizontal (Ours) 76.9 0.185 8M
SAM-vertical (Ours) 77.1 0.185 M
Addition (Baseline) 72.8 - -
Concat 73.7 0.336 10M
AFM (Ours) 77.3 0.336 12M

Table 3: Comparison with other methods on the Cityscapes
validation set, where ResNet18 with aggregation architec-
ture is used as the baseline. GFLOPs (A) and Memory usage
(A) are calculated for an input of 1 x 3 x 1024 x 1024.

60.8%, and 44.8% over NL, RCCA module in CCNet, and
EMA unit in EMANet respectively. Compared with previous
attention modules, our SAM achieves comparable segmen-
tation performance while requiring significantly less GPU
memory usage with both vertical striping (SAM-vertical)
and horizontal striping (SAM-horizontal). Figure 8 shows
several qualitative comparisons, where SAM generates more
consistent segmentation inside the banded objects. More-
over, we visualize the learned attention maps of SAM in Fig-
ure 9. For each input image, we select two columns (marked
as yellow and green dots) and show their corresponding at-
tention maps in columns 2 and 3 respectively. The last two
columns are results from our AttaNet and the ground truth.
We can find that SAM is able to capture long-range depen-
dencies. Moreover, from the bottom part of Table 3, we can
observe that AFM achieves the best performance among the
three methods with only slightly increased computation.

Robustness on different backbones. To show the gen-
eralization ability of AttaNet, we further carry out a set
of comparison experiments on adopting different back-
bone networks including both heavy and light-weight ones.
Note that AttaNet can be easily inserted into various back-
bone networks. For light-weight backbones, we select Shuf-
fleNetV2 (Ma et al. 2018), DF1, and DF2 (Li et al. 2019)
as the representatives. For really deep networks, ResNet50
and ResNet101 (He et al. 2016) are experimented on. Note
that only ShuffleNetV2 and ResNet are pretrained on Ima-
geNet. The comparison results are reported in Table 4, which
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Figure 8: Qualitative comparison against different attention modules on the Cityscapes validation set.
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Image Map 1 Map 2

Figure 9: Visualization results of SAM on Cityscapes val set.

proves that our model can achieve considerably better mloU
on either heavy or light-weight backbones with only slightly
increased computational cost.

Experiments on ADE20K

Table 5 reports the performance comparisons between At-
taNet and the state-of-the-art models on the ADE20K valida-
tion set. Our approach achieves 41.79% mloU and 43.71%
mloU respectively with much less computation.

Conclusions

In this paper, we focus on achieving a better speed/accuracy
trade-off on the semantic segmentation task, and present
an Attention-Augmented Network (AttaNet) for real-time
scene parsing. First, we introduce Strip Attention Module
to exploit long-range dependencies among all pixels. Par-
ticularly, by using the Striping operation, our network dra-
matically reduces the computation cost of the self-attention
mechanism. Moreover, to attain a high-level and high-
resolution feature map efficiently, we propose Attention Fu-
sion Module which enables each pixel to choose private
contextual information from multi-level features by utiliz-
ing the attention strategy. Experimental results show that
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Backbone mloU  Params GFLOPs
ResNet50 (He et al. 2016) 734  41.51M 171.36
+AttaNet 81.2 53.62M 176.91
ResNet101 (He et al. 2016) 74.5  65.80M 324.36
+AttaNet 81.0 78.96M 32991
ShuffleNetV2 (Ma et al. 2018)  67.7 2.55M 12.10
+AttaNet 76.0 3.31IM 12.59
DF1 (Li et al. 2019) 70.3 9.34M 25.92
+AttaNet 78.0 10.43M 26.44
DF2 (Li et al. 2019) 72.5 18.96M 48.74
+AttaNet 80.0 20.08M 49.23

Table 4: Ablation study on different backbones, where cross-
level aggregation architecture is used as the baseline.

Approach Backbone  mloU/ GFLOPs
PSPNet (Zhao et al. 2017) ResNet50 42.781335.0
SFNet (Li et al. 2020) ResNet50 42.81/151.1
AttaNet ResNet50 41.79/116.3
UperNet (Xiao et al. 2018) ResNet101 42.66 / -
PSPNet (Zhao et al. 2017) ResNet101 43.29/476.3
PSANet (Zhao et al. 2018) ResNet101 43.771529.3
SAC (Zhang et al. 2017) ResNet101 44.30/ -
EncNet (Zhang et al. 2018) ResNet101 44.65/ -
SFNet (Li et al. 2020) ResNet101 44.67/187.5
CFNet (Zhang et al. 2019) ResNet101 4482/ -
CCNet (Huang et al. 2019) ResNet101 4522/ -
ACNet (Fu et al. 2019b) ResNet101 45.90/ -
AlignSeg (Huang et al. 2020)  ResNet101 45.95/ -
AttaNet ResNet101 43.71/150.5

Table 5: Comparison on the ADE20K validation set with the
state-of-the-art models.

AttaNet achieves outstanding speed/accuracy trade-offs on
Cityscapes and ADE20K.
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