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Abstract

Most existing reinforcement learning (RL)-based port-
folio management models do not take into account the
market conditions, which limits their performance in
risk-return balancing. In this paper, we propose Deep-
Trader, a deep RL method to optimize the investment
policy. In particular, to tackle the risk-return balancing
problem, our model embeds macro market conditions
as an indicator to dynamically adjust the proportion be-
tween long and short funds, to lower the risk of market
fluctuations, with the negative maximum drawdown as
the reward function. Additionally, the model involves a
unit to evaluate individual assets, which learns dynamic
patterns from historical data with the price rising rate
as the reward function. Both temporal and spatial de-
pendencies between assets are captured hierarchically
by a specific type of graph structure. Particularly, we
find that the estimated causal structure best captures the
interrelationships between assets, compared to industry
classification and correlation. The two units are comple-
mentary and integrated to generate a suitable portfolio
which fits the market trend well and strikes a balance be-
tween return and risk effectively. Experiments on three
well-known stock indexes demonstrate the superiority
of DeepTrader in terms of risk-gain criteria.

Introduction
Portfolio management aims to allocate resources to obtain
optimal returns while avoiding the risk at the same time. To
overcome the weakness of human decision making, a great
quantity of investment strategies have been proposed (Grin-
blatt, Titman, and Wermers 1995; Malkiel 1989; Jegadeesh
and Titman 1993). These traditional strategies usually per-
form well in some cases but fail in others as they may not
properly adapt to the changing market environment.

Machine learning was adopted to build the trading and
portfolio system. For example, the system could be trained
by RL (Moody et al. 1998) or by maximizing the expected
profit via the so-called adaptive supervised learning deci-
sion networks (Xu and Cheung 1997; Hung, Cheung, and
Xu 2003). The system could also be built by directly max-
imizing a portfolio objective, e.g., Sharpe ratio, where the

Copyright © 2021, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

temporal structures of stock returns were learned by a tem-
poral factor analysis (TFA) model which is based on the ar-
bitrage pricing theory (APT) in finance, and the portfolio
weights are represented by an extended normalized radial
basis function (ENRBF) (Chiu and Xu 2003, 2004).

Efforts have been made in deep reinforcement learning
(DRL) for portfolio management with promising results
(Deng et al. 2016; Jin and El-Saawy 2016; Jiang, Xu, and
Liang 2017). Similar to games, portfolio management also
interacts with the environment (financial market) and maxi-
mizes the cumulative rewards (returns). However, the above-
mentioned methods share some common limitations. First,
they overlook the intrinsic connection and interplay among
different stocks. The price fluctuation of one stock may
strongly imply the trend of a set of related stocks. Recently,
Wang et al. (2019) alleviated this limitation by introducing
the self-attention mechanism (Vaswani et al. 2017) across
different assets. Nevertheless, the stock interrelationships
are computed based on the similarity between the input se-
quences along a local region, which may omit the interrela-
tions over a long time span. Second, existing DRL methods
usually neglect market conditions, such as stock indexes and
how many stocks rise or fall, and then just treat the input fi-
nancial signals independently from the rest of the market,
leading to limited performance on the risk-return balancing.

In this paper, we propose a DRL-based model called
DeepTrader for portfolio management. DeepTrader mainly
includes two units to handle the problems of cross-asset in-
terrelationship learning and risk-return balancing, respec-
tively. One unit, which is called asset scoring unit, takes
individual stock data as input and learns to represent them
as “winner scores” for each asset. The winner score indi-
cates how likely a stock is going to rise in the future. To
better encode the interrelationships among all stocks, we
construct a graph based on different dependence characteri-
zations to capture interrelationships hierarchically, whether
long or short, spatial or temporal. The other unit, known as
market scoring unit, leverages the market sentiment indica-
tors as input and then embeds financial situations as an in-
dicator to adjust the proportion of long and short funds in
every trading period. This dynamic adjustment allows the
model to reduce the risk induced by complicated market ups
and downs in a timely and effective manner. Moreover, while
using the price-rising rate as the reward function in the asset
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scoring unit, we adopt the negative of the maximum draw-
down (MDD), which is a useful indicator of downside risk,
as the reward function in the market scoring unit. The two
units complement each other and are naturally integrated for
portfolio generation.

Policy gradient is used to optimize the investment policy
in an end-to-end manner. The optimization of discrete action
space for asset scoring unit (choosing which stocks to invest)
and continuous action space for market scoring unit (judge
the financial condition) are integrated into one loss func-
tion. We conduct experiments on three well-known stock
indexes. The results show that the investment policy opti-
mized by DeepTrader fits the market trend well and strikes
a good balance between the risk and return. DeepTrader out-
performs both traditional trading strategies and other DRL-
based ones, in terms of risk-gain criteria including annual-
ized Sharpe ratio, Calmar ratio, and Sortino ratio.

Our contributions are summarized as follows:
i) We propose DeepTrader, a DRL-based method for risk-

return balanced portfolio management. Market conditions
are novelly taken into account as an independent profit-risk
balancing module, while the cross-asset interrelationship ex-
traction is enhanced by learning and using a graph structure
to characterize interrelationships between stocks.

ii) Experiments on three stock indexes demonstrate the
superiority of DeepTrader in balancing risk and return, es-
pecially in the period of subprime mortgage crisis and the
recovery period. Ablation studies further confirm the effec-
tiveness of the key components in DeepTrader and the ef-
fectiveness of using learned causal structure to encode the
interrelationships between assets.

Related Works
Traditional Investment Strategies. Momentum trading
(Hong and Stein 1999) and mean reversion (Poterba and
Summers 1988) are two well-known traditional investment
strategies. The former type selects investments based on
their recent performance. It includes Cross Sectional mo-
mentum (Jegadeesh and Titman 2002), Buying-Winner-
Selling-Loser (Jegadeesh and Titman 1993), and Time Se-
ries Momentum (Moskowitz, Ooi, and Pedersen 2012). The
latter type purchases stock with price lower than long-mean
and sells it with price higher than the average price. Tra-
ditional investment strategies usually perform well only in
some specific situations.

RL in Portfolio Management. By virtue of the strong
ability of deep learning on feature representation, recent
models combine deep neural networks with RL in trad-
ing (Deng et al. 2016; Almahdi and Yang 2017; Jiang,
Xu, and Liang 2017; Ye et al. 2020; Wang et al. 2019).
For example, FDDR (Deng et al. 2016) consists of an
RNN structure for feature learning and a RL part for self-
taught reinforcement trading. Liu et al. (2020) enhanced
the exploration-exploitation efficiency by combining RL
and imitation learning techniques in their GRU-based neu-
ral network. The two above methods focus on giving the
long, hold and short signal for single financial asset, lacking
the ability to allocate funds among multiple assets. Later,

Jiang, Xu, and Liang (2017) introduced various DNN struc-
tures combined with Deep Deterministic Policy Gradient to
dynamically optimize cryptocurrency portfolios. Ye et al.
(2020) extended this by incorporating heterogeneous data
(e.g. news) to enhance robustness against environment un-
certainty. However, above two works do not take short oper-
ation, which causes enormous losses in a bear market. Wang
et al. (2019) solves this issue by introducing attention mech-
anism to model the relative price relations for buying winner
and selling losers strategy.

Preliminary
Problem Setup
Portfolio management is a sequential decision-making pro-
cess of allocating resources into a set of financial assets ac-
cording to current market conditions, aiming to maximize
the return while constraining risks. Such a decision-making
process naturally fits into the framework of a Markov Deci-
sion Process M = 〈S,A, P,R〉, where S is the state space
and A the action space. When action at ∈ A is executed,
st ∈ S (the state at time t) changes according to the tran-
sition distribution st+1 ∼ P (st+1|st, at). Subsequently, the
agent receives a reward rt = R(st, at, st+1). The agent’s
goal is to learn a policy π, which can cast an investment
strategy a ∈ A over all stocks, to maximize the expected
return J = Ep(τ)[

∑T
t=1 γ

t−1rt] over trajectories induced by
the policy.

Trading Procedure
Consider a scenario that contains both long and short
operations. At the end of t − 1 holding period, a
trader holds C0

t−1 risk-free assets (cash) and b+t−1 =

{b+t−1,1, b
+
t−1,2, ..., b

+
t−1,N} ∈ RN volume of stocks on a

long position. In addition, the trader owes the stock bro-
kerage b−t−1 ∈ RN volume of stocks. Based on close price
P

(c)
t−1 ∈ RN , long portfolio vector ω+

t , short portfolio vec-
tor ω−t and the total ratio of assets used for short position ρt,
he/she will follow the steps below to finish the t period: 1)
sell all stocks on a long position (b+t−1) and get cash; 2) buy
the stock (b−t−1) borrowed at the beginning of t − 1 period
and return it to the stock brokerage; 3) mortgage stocks from
a broker according to ρt and ω−t and sell them immediately;
4) purchase based on long proportion ω+

t .

Methodology
Overview of DeepTrader
An overview of DeepTrader is given in Figure 1. The input
sequential signal X t = [xt1 , ...,xtK ] = {X

a
t ;X

m
t } con-

sists of stock indicators X a
t and market indicators Xm

t . The
two parts are fed into asset scoring unit and market scoring
unit, respectively. The asset scoring unit maps input signals
X a
t and the graph structure A into winner scores vt. This

unit consists of stacked spatial-TCN blocks with residual
connections (He et al. 2016), with each spatial-TCN block
constructed by a dilated causal convolution with spatial at-
tention and graph convolution. On the other side, a novel
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Figure 1: DeepTrader framework. The left part is the asset scoring unit consisting of L stacked spatial-TCN blocks with residual
connections, which takes X a and A as inputs and outputs v. The right part is the market scoring unit, which is responsible for
translating Xm into µ and σ, with ρ̃ ∼ N(µ, σ2). The third part is a portfolio generator which turns v and ρ̃ into final investing
decisions.

market scoring unit takes Xm
t as input and turns it into pa-

rameters of the Gaussian distribution: mean µ and standard
deviation σ, of ρ̃ ∼ N(µ, σ2). The third component is a
portfolio generator which calculates the investment propor-
tions ω+

t , ω−t and ρt according to vt and ρ̃. In the rest part
of this section, we omit the subscript t for simplicity.

Asset Scoring Unit
The asset scoring unit contains three key components: tem-
poral convolution layer, spatial attention mechanism, and
graph convolution layer, which are used to capture temporal
and spatial interrelations among stocks, both long and short.

Temporal Convolution Layer. We use the dilated tem-
poral convolution layer (TCN) (Yu and Koltun 2015) to han-
dle temporal relations in long range sequences. Opposed to
RNN-based approaches, it facilitates parallel computation
and alleviates the gradient exploration as well as the van-
ishing issue. We denote the input of lth block by H l−1 ∈
RC×N×Kl−1 , where C is the dimension of hidden features,
N the number of stocks, and Kl−1 the temporal length of
the l − 1th block. After conducting TCN operation along
the temporal dimension, we denote the output of this layer
by Ĥ l ∈ RC×N×Kl .

Spatial Attention Mechanism. To model short-term spa-
tial properties, we adopt an attention mechanism (Feng et al.
2017) to adaptively search the correlations between stocks.
The core idea is to assign different weights to each vec-
tor at each time step. These weights reflect the relativities
between two different stocks. Specifically, given the output
Ĥ

l
∈ RN×C×Kl from the latest TCN layer (i.e., the TCN

in lth block), we compute a weight vector:

Ŝl = Vs·sigmoid((Ĥ lW1)W2(W3Ĥ
lᵀ(1,2))>+bs), (1)

where W1 ∈ RKl , W2 ∈ RC×Kl , W3 ∈ RC , and Vs ∈
RN×N are free parameters, bs ∈ RN×N is the bias vec-
tor, and the superscript ᵀ(1, 2) denotes the transpose for the
first two dimensions. Each entry is further normalized via

softmax: Sli,j =
exp(Ŝli,j)∑N
v=1 exp(Ŝli,v)

, to represent the correlation

between node i and node j.

Graph Convolution Layer. While the performance of in-
dividual stocks has changing volatility, the overall perfor-
mance of the industry usually better reflects the economic
situation and the trend of social hot spots in the future. Pre-
vious works often fail to take this into consideration. To this
end, we model the long-range relationships by graph convo-
lution networks (GCNs) to better guide our decision making.
GCNs give an essential operation to capture the dependence
of nodes in a graph via message passing, and thus both the
edge and neighborhood information are integrated into its
state representation.

We consider the following ways to characterize the struc-
tural information between stocks: (1) Stock industry classi-
fications. (2) Correlations between stock returns. (3) Partial
correlations between stock returns. (4) Causal relationships,
with the causal structure between stocks identified by the PC
algorithm (Spirtes, Glymour, and Scheines 2001).

We notice that with stock industry classifications alone
some dependence relations may be missed; for example,
Amazon.com is classified to Retail Trade, but it also bene-
fits from the dividends of mobile Internet. To avoid this is-
sue, we formulate our graph convolution layers as (Wu et al.
2019):

Zl =

Q∑
q=0

ÃqĤ lΘ1,q + ÃcĤ
lΘ2, (2)

where Ĥ l denotes the input signals of the lth block, Ã =
A/rowsum(A), and Θ1,Θ2 ∈ RKl×Kl are learnable pa-
rameters in GCN. Ãc is used to capture the correlation with
Ãc := SoftMax(ReLU(EE>)), where E ∈ RN as a
learnable parameter; it is initialized randomly and learned
through gradient descent. Q is a hyperparameter to balance
the information from Ã and Ãc.

For the structural information characterized by correla-
tion, partial correlation, and the causal relation, the graph
convolution layer is formulated as follows:

Zl =

Q∑
q=0

ÃqĤ lΘ1, (3)
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that is, the second part in Eq. (2) is no longer necessary, be-
cause the dependence information is already estimated from
the data.

Furthermore, to integrate long-term and short-term cor-
relations simultaneously and adjust the weight matrix dy-
namically, we accompany Zl with spatial attention weight
Sl and the final output of lth block is rewritten as: H l =
Sl × Zl ⊕H l−1, where ⊕ represents the residual connec-
tions (He et al. 2016). At the end of the asset scoring unit,
we use a fully connected layer to translate the hidden state
HL into asset scores v:

v = sigmoid(WL ·HL + bL). (4)

Market Scoring Unit
Unlike other types of signals, financial data contains large
amount of unpredictable uncertainties due to the random
gambling and emergencies (Deng et al. 2016). This makes
it infeasible to accurately judge the rise and fall of stocks
based on historical observation. In previous RL-based in-
vestment models, the ultimate investment strategy is only
based on the analysis of each stock while ignoring the mar-
ket changes, which usually effectively guide a trader’s in-
vestment. Hence, conforming to the market will be a better
investment strategy in many situations. When the stock mar-
ket falls, experienced investors tend to spend more money
on short-selling; otherwise they are more willing to go long.
Previous work lacked this ability to adjust investment deci-
sions dynamically to real-time market conditions.

To balance returns and risks, inspired by human invest-
ment behavior, we propose the market scoring unit in this
study. It takes market sentiment indicators as inputs and dy-
namically adjusts the allocation of funds.

This market scoring unit first uses a Long Short-Term
Memory (Hochreiter and Schmidhuber 1997) network to re-
cursively extract the sequential representation of input Xm:

hk = LSTM(hk−1,x
m
k ), k ∈ [1,K],

where hk denotes the hidden state encoded by LSTM at step
k. The last hidden state hK can be seen as a global represen-
tation of the input signal. However, earlier information may
not be effectively modeled over a long time span. To model
these properties, inspired by successful applications of at-
tention in NLP, we adopt a temporal attention mechanism
to adaptively model the nonlinear relations, with attention
weights being calculated as:

ek = V >e tanh(U1[hk;hK ]+U2x
m
k ), αk =

exp(ek)∑K
i=1 exp(ei)

,

where Ve ∈ RC , U1 ∈ RC×2C , and U2 ∈ RC×C are pa-
rameters to learn. Accordingly, the last hidden state is recal-
culated as: ĥK =

∑K
k=1 αk · hk. The hidden state is further

represented by µ and σ:

µ, σ = Um · ĥK + bm, (5)

Portfolio Generator
After obtaining the asset scores v, we use the softmax func-
tion to transfer v to portfolio weights, similar to Wang et al.

(2019). More specifically, we first sort all stocks in descend-
ing order based on v. Then we select the top G stocks as a
winner set V+ to go long and the bottom G stocks as a loser
set V− to go short. We obtain the proportions ω+ and ω−
as follows:

ω+
i =


exp(vi)∑

j∈V+

exp(vj)
i ∈ V+

0 i 6∈ V+
ω−i =


exp(1−vi)∑

j∈V−
exp(1−vj) i ∈ V

−

0 i 6∈ V−.

Generating ρ from the market scoring unit can be seen as
selecting a value in continuous action space Am ∈ [0, 1].
We assume that a random variable ρ̃ follows normal distri-
bution: ρ̃ ∼ N(µ, σ2), with µ and σ being derived from the
market scoring unit. We sample the value ρ̃ based on the
above normal distribution in training phase for exploration
and use µ as ρ̃ in testing phase for exploitation. Then we
clamp this value into the range [0, 1]: ρ = clamp(ρ̃). After
the above process, we complete the trading period according
to the procedure defined in Section Trading Procedure.

Optimization via Reinforcement Learning
As the portfolio management can be formulated as a Markov
decision process, we use policy gradient to optimize the in-
vestment policy π(a|X a,Xm;θ) in an end-to-end manner.

The policy π consists of two parts: (1) πa(i|X a; θa)
chooses which stocks to investigate according to stock in-
dicators X a in asset scoring unit, and (2) πm(ρ̃|Xm; θm)
judges the financial condition according to market indica-
tors Xm in market scoring unit. The two parts are integrated
into one loss function for optimization.

Specifically, for the former part, the policy πa is de-
fined by the portfolio weights (Jiang, Xu, and Liang 2017):
πa(i|X a, θa) := exp(vi(θ

a))∑N
n=1 exp(vn(θa))

, for i = 1, · · · , N , where
vi(θ

a) is the ith asset score (the output of asset scoring unit).
The rate of return for holding period t is rt = yt · πaθa − 1,
where yt = P

(c)
t+1/P

(c)
t is the price rising rate. Given the

initial investment amount C0, thus, the cumulative wealth of
a trajectory τ isC|τ | = C0

∏|τ |
t=0(rt+1) = C0

∏|τ |
t=0 yt ·πaθ .

In this way, the optimization objective of asset scoring
unit is switched to maximize the logarithmic cumulated
wealth for given trajectories:

∇Ja(θ) =
∑
τ∼πθ

|τ |∑
t=0

log(yt∇πaθ ). (6)

We then follow the standard Gaussian Policy to op-
timize market scoring unit, with πm(ρ̃|Xm; θm) =

1√
2πσ(θm)

exp(− (ρ̃−µ(θm))2

2σ2(θm) ), where µ(θm) and σ(θm) are
the outputs of market scoring unit, determined by parameters
θm. Hence, given a reward Rt, the optimization objective of
market scoring unit∇Jm(θ) can be calculated as:

∇Jm(θm) =
∑
τ∼πθ

|τ |∑
t=0

Rt∇ log(πmθ ). (7)
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The overall objective function is a weighted sum of Eq.
(6) and Eq. (7):

∇J(θ) = ∇Ja(θa) + ι∇Jm(θm)

=
∑
τ∼πθ

 |τ |∑
t=0

log(yt∇πaθ ) + ι

|τ |∑
t=0

Rt∇ log(πmθ )

 , (8)

where ι is used to control the different learning rate for each
part. These two parts are optimized by gradient ascent θ ←
θ + η∇J(θ) simultaneously.

Experiments
To comprehensively evaluate DeepTrader, we conduct ex-
periments on the constituent stocks of three well-known
stock indices, aiming to answer the following questions: Q1:
How is the performance of DeepTrader, especially during
some special financial events, such as subprime mortgage
crisis? Q2: Are the key components in DeepTrader, such
as attention-aware GCN and market scoring unit, necessary
for improving performance? Q3: How does the choice of re-
ward function for market scoring unit affect the investment
performance? Q4: Does the graph structure in GCN affect
the investment performance?

Index Num. of stocks Training Test
DJIA 30 1971-1999 2000-2018
HSI 49 1990-2006 2007-2019

CSI100 80 2005-2012 2013-2019

Table 1: Training/Test splitting for different datasets.

Experimental Setup
Datasets. To reduce human intervention and preference, the
stock data used in our experiments are from the constituent
stocks of Dow Jones Industrial Average (DJIA) in the U.S.
market, Hang Seng Index (HSI) in Hong Kong market, and
CSI 100 Index in Chinese A-share market. They are the most
credible stock indices in their own markets. 1/20 stock(s)
is/are deleted from HSI/CSI100 because of data incomplete-
ness.

Comparative Methods. Five related methods in literature
are included for comparisons with our model, i.e., Market,
Buying-Loser-Selling-Winner (BLSW) (Poterba and Sum-
mers 1988), CSM (Jegadeesh and Titman 1993), EIIE
(Jiang, Xu, and Liang 2017), and AlphaStock (AS) (Wang
et al. 2019). Here, Market is a simple Buy-And-Hold strat-
egy. BLSW is a strategy based on Mean Reversion (Poterba
and Summers 1988). CSM is a classic momentum strategy.
EIIE and AS are two recently developed RL-based methods.
Among the five methods, BLSW, CSM, and AS can perform
short operation.

We also implement several variants or simplified ver-
sions of DeepTrader (DT) to investigate the roles of several
key components in ablation study, including DeepTrader-
NS (DT-NS) and DeepTrader-NM (DT-NM), where “N”
means No or removing some components from DeepTrader.

Specifically, DT-NS removes the spatial attention mecha-
nism and GCN layer from asset scoring unit, while DT-NM
removes market scoring unit. We also investigate the influ-
ences of different reward functions and graph structures in
GCN. By default, we use MDD as the reward function and
stock industry classification to derive the graph structure.

Evaluation Measures Six metrics are used in our ex-
periments, which can be divided into three categories: i)
profit criterion, including Annualized Rate of Return (ARR);
ii) risk criterion, including Annualized Volatility (AVol)
and Maximum DrawDown (MDD); iii) risk-profit criterion,
including Annualized Sharpe Ratio (ASR), Calmar Ratio
(CR), and Sortino ratio (SoR). For AVol and MDD, the lower
the better, while for the rest, the higher the better. The com-
putational details for each metric are given in Appendix.

Results on DJIA, HSI, and CSI 100
We report the results of risk-return measures by DeepTrader
and other comparative methods in Table 2.

Performance on DJIA. Overall, DeepTrader (DT)
achieves the best performance in obtaining a high return rate
while keeping the risk at a low level, i.e., it has the best risk-
return balance as indicated by ASR, SoR, and CR. From
the table, we can see that although AlphaStock (AS) is a
close competitor in controlling the risk with a slightly higher
AVol, DT has much better MDD. Note that the AVol indica-
tor takes both downside and upside volatility into account,
while MDD only considers the downside risk. Since investi-
gators usually care more about downside volatility and cap-
ital preservation, we use MDD as the reward function in the
market scoring unit and obtain the lowest (best) MDD in
trading. Moreover, we found that RL-based methods, i.e.,
EIIE, AS, and our DeepTrader, outperform the traditional
baselines in risk-return balancing.

Performance on HSI. From the middle column in Table
2, generally speaking, we observed that DRL-based methods
perform better over traditional investment strategies. For ex-
ample, DeepTrader achieves the best performance in risk-
gain criteria, while BLSW trips up in Hong Kong market
with negative ARR and highest MDD (note for MDD, the
lower the better). AlphaStock also performs well in risk con-
trol, with the best AVol value but lower ARR value than EIIE
and DeepTrader. Although EIIE obtains a remarkable ARR,
its performance is not remarkable when risk indicators, i.e.,
AVol and MDD, are considered. The above observations are
basically consistent with the results on DJIA in U.S. mar-
ket. Besides, we found that all DRL-based methods perform
significantly better on HSI than on DJIA, which may be be-
cause HSI has more stocks for operation. CSM and BLSW
get opposite performance in Hong Kong and U.S. stock mar-
kets, meaning that their generalization abilities are not good.

Performance on CSI 100. Note that the market scoring
unit is not applicable on CSI 100, because short position is
not allowed in Chinese A-share market; accordingly all cap-
itals are invested on long position. As shown in the right col-
umn of Table 2, the lack of short sales does not have an ob-
vious side-effect on the results, and our DeepTrader-based
methods remain the best in risk-profit balance. Specifically,
even without the market scoring unit, DeepTrader-NM still
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Dataset DJIA HSI CSI100

Models ARR(%) AVol ASR SoR MDD(%) CR ARR(%) AVol ASR SoR MDD(%) CR ARR(%) AVol ASR SoR MDD(%) CR

Market 4.17 0.158 0.264 0.787 49.93 0.084 4.53 0.222 0.204 0.707 56.37 0.080 10.49 0.255 0.411 2.542 39.54 0.265
BLSW 6.57 0.279 0.235 1.112 72.72 0.090 -10.01 0.294 -0.343 -1.213 90.97 -0.111 28.25 0.494 0.572 4.205 29.29 0.964
CSM -3.57 0.248 -0.144 -0.422 88.31 -0.040 7.66 0.295 0.260 0.858 53.25 0.144 19.17 0.411 0.466 1.753 61.73 0.311
EIIE 9.96 0.185 0.537 1.707 45.98 0.217 23.40 0.363 0.645 2.523 50.26 0.466 25.07 0.235 1.067 3.949 29.04 0.863
AS 9.13 0.158 0.579 2.187 26.66 0.343 14.51 0.183 0.793 3.007 17.39 0.834 21.85 0.241 0.922 4.012 19.93 1.096

DT-NS 10.21 0.163 0.628 2.448 26.33 0.388 19.03 0.211 0.902 4.462 19.93 0.955 30.48 0.286 1.066 5.438 16.24 1.877
DT-NM 11.49 0.180 0.638 2.507 31.24 0.368 20.72 0.223 0.930 4.572 20.17 1.027 35.67 0.324 1.100 6.059 18.13 1.967
DT 12.35 0.172 0.718 2.782 22.61 0.546 21.85 0.209 1.044 5.140 17.11 1.277 - - - - - -

Table 2: The results in different stock market. Notice that the complete DeepTrader(DT) is not applicable to CSI 100.

achieves better MDD, compared to the other five compar-
isons. We further notice that all methods on CSI 100 achieve
higher ARR than that on DJIA and HSI. This might be at-
tributable to the strong performance of Chinese stock market
over the past few years which are taken as testing set (year
2013-2019). Moreover, the testing set does not contain the
2008 subprime mortgage crisis, which may be another rea-
son why all the methods get higher ARR on CSI 100.

Performance at Subprime Mortgage Crisis

Figure 2: The cumulative wealth on DJIA.

Figure 3: DJIA index and its corresponding ρ from Sep.
2006 to Jul. 2011. The mean values of the DJIA index for
each month are displayed. Red and green triangles indicate
the beginning and end of subprime crisis respectively.

It should be noted that the backtesting time of the DJIA
data ranges from Jan. 2000 to Dec. 2018, which covers sev-
eral well-known financial events, including the subprime
mortgage crisis from 2007 to 2009. Since the ultimate goal
of portfolio management is to increase wealth in the long
run, we show the curves of cumulative wealth in folds in
Figure 2. The results are consistent with Table 2. We can see

that DeepTrader increases the wealth smoothly across di-
verse market states and surpasses the five competitors after
2009, which is the end year of subprime mortgage crisis. As
shown in Figure 3, the DJIA index drops down significantly
from 2007 to 2008, leading to a difficult scenario for most in-
vestment methods. Although BLSW accumulates wealth fast
from 2000 to 2004, then it declines till the end of the cri-
sis. Market basically maintains at the starting capital level,
while CSM loses wealth almost all the time. EIIE grows well
in bull market along the time of economic recovery to catch
up with AlphaStock which balances between profit and risk
well most of the time. Generally speaking, DRL-based ap-
proaches generate more stable returns during the 19 years’
investment than traditional ones.

Models ARR(%) AVol ASR SoR MDD(%) CR

DT-RoR 15.60 0.204 0.766 2.788 45.52 0.343
DT-SR 14.36 0.205 0.700 2.498 46.06 0.312
DT-MDD 12.35 0.172 0.718 2.782 22.61 0.546
DT-CR 12.02 0.185 0.648 2.598 31.10 0.387

Table 3: The effects of different rewards.

The roles of asset scoring unit and market scoring unit
in DeepTrader are demonstrated by the curves of DT-NS
and DT-NM in Figure 2. The asset scoring unit enables DT-
NM to accumulate wealth faster than DT-NS and AlphaStock
during the economic recovery process. DT-NM, with market
scoring unit being removed, declines more than DT when
encountering the 2008 crisis. It can be further demonstrated
by the values of ρ in Figure 3 that the market scoring unit
dynamically increases the proportion of short funds (mostly
at ρ > 0.5) to handle market depression, and then decreases
the proportion (mostly at ρ < 0.5) when the market booms
up. This indicates that our model can strike a good balance
between risk and return, and accumulate wealth to a high
level in a smooth and stable way.

Ablation Study
Effectiveness of spatial-GCN. As observed from Table
2, DeepTrader as well as DeepTrader-NM outperforms
DeepTrader-NS in all the three markets in terms of ARR,
because the spatial-GCN enhances the dependence relation-
ships between stocks and captures the rising activities well.
Different from AlphaStock, our spatial-GCN mechanism can
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Dataset DJIA HSI CSI100

Models ARR(%) AVol ASR SoR MDD(%) CR ARR(%) AVol ASR SoR MDD(%) CR ARR(%) AVol ASR SoR MDD(%) CR

DT-precision 10.46 0.178 0.587 2.405 31.53 0.332 20.37 0.200 1.020 4.217 22.34 0.912 34.74 0.317 1.096 5.770 20.61 1.686
DT-correlation 10.56 0.188 0.561 2.444 24.94 0.423 20.56 0.204 1.066 4.243 20.03 1.026 34.25 0.322 1.064 5.735 20.94 1.636
DT-causal 13.37 0.178 0.750 3.034 18.58 0.719 22.62 0.225 1.009 5.211 15.90 1.422 35.21 0.319 1.103 5.891 19.82 1.776
DT-industry 12.35 0.172 0.718 2.782 22.61 0.546 21.85 0.209 1.044 5.140 17.11 1.277 35.67 0.324 1.100 6.058 18.13 1.967

Table 4: The effects of different graph structures in GCN.

capture both long and short dependencies at the same time
in a hierarchical way. It enables the model to invest on the
most promising stocks and accumulate more wealth than Al-
phaStock, as shown in Figure 2.

Effectiveness of market scoring unit. The market scor-
ing unit is designed to balance benefits and risks. The re-
sults indicate that the market scoring unit improves the per-
formance of DeepTrader from DeepTrader-NM in terms of
risk-return balancing indicators: ASR, SoR, and CR. We at-
tribute this improvement to the dynamic adjustment of the
ratio between long and short funds granted by ρ, which is an
embedding of market conditions. This unit helps increase ρ
in the downturn to control losses, while decreasing it in the
rally to ensure more profits, as demonstrated in Figure 3.

Effects of Reward Functions
In default DeepTrader, we have adopted MDD as the re-
ward function for the market scoring unit to help control the
risk under a low level. In addition to MDD, other measures,
such as RoR, SR, and CR, are alternative choices for the re-
ward function. For example, SR was adopted by TFA-based
model (Chiu and Xu 2004) as the optimization objective or
AlphaStock (Wang et al. 2019) as the reward in RL learn-
ing. In Table 3, we investigate the effects of different choices
of the reward function in the market scoring unit on DJIA.
Computational details of different rewards are given in Ap-
pendix, as well as the results on HSI and CSI 100.

First, DT-RoR and DT-SR are more profitable with high
ARR, but they both lead to high MDD values (larger than
45%), which is an unacceptable risk for many investors.
Moreover, with SR as the reward function, which is sup-
posed to help achieve better ASR, DT-SR does not lead to
the best ASR. It is also noted from Table 2 that AlphaStock,
which uses SR as the reward, achieves 0.579 in ASR which
is much lower than DeepTrader with any reward functions
in Table 3. Second, DT-MDD achieves significant improve-
ment in MDD, more than DT with other profit-related re-
wards (RoR, SR and CR) does. This is mainly because the
market is generally rising, making it easier to increase rev-
enue than to control risk by giving a larger ρ in most cases.

To sum up, DT-MDD is the best to control the risk mea-
sured by MDD, while keeping a reasonably high return. By
adopting different reward functions for the market scoring
unit, our model is also flexible to adapt to preferences of the
investors, towards high-yield or low-risk.

Effects of Graph Structures in GCN
We further exploit different ways to construct the graph
structure in GCN and examine which one performs the

best (Table 4). Particularly, we consider DeepTrader with
the graph structure given by the precision matrix (DT-
precision), correlation matrix (DT-correlation), learned
causal structure (DT-causal), and industry classification
(DT-industry). Interestingly, we find that with causal struc-
ture, the performance on DJIA and HSI has a significant
improvement, no matter in profit criterion (e.g., ARR), risk
criterion (e.g., MDD), or risk-profit criterion (e.g., SoR and
CR). Instead, correlation and precision-based graph struc-
tures do not perform well, even worse compared to that de-
rived from industry classification. On CSI 100, the over-
all performance with different graph structures is relatively
close. This may be due to the fact that Chinese A-share mar-
ket does not allow short selling, which limits the ability of
DeepTrader to adjust its investment plan based on the rele-
vant information it captured.

This finding shows the importance of the graph structure
in GCN, as well as the superiority of using causal structure
for it. Specifically, causal relations provide precise structural
information of the information propagation process among
stocks. It pinpoints the key connectivity characteristics in-
cluding directions and effectively removes spurious corre-
lations between stocks (Huang et al. 2020), in contrast to
correlation and precision. The relatively sparse causal struc-
ture after removing spurious correlations also makes opti-
mization easier. Moreover, the (qualitative) causal structure
is usually more stable over time or across different condi-
tions, and thus although there may exist distribution shifts in
testing data, the causal structure derived from training data
still keeps most of the structural information.

Conclusion
In this paper, we have proposed a DRL-based framework
DeepTrader for portfolio management. It contains not only
an asset scoring unit that ranks the rising probability for each
stock, but also a novel market scoring unit that embeds the
market condition to adjust the ratio between the long and
short funds. Moreover, asset scoring unit is enhanced by a
graph-based stock interrelationship learning layer, while the
negative of the maximum drawdown is adopted as the re-
ward function for the market scoring unit to improve the risk
control capability. The two units complement to each other
and are integrated to generate a risk-return balanced portfo-
lio. The computed investment strategy can smoothly accu-
mulate wealth in the long run to a high level, under compli-
cated and difficult financial situations such as financial cri-
sis. Comparative experiments and ablation studies on three
representative financial markets confirm the superiority of
our proposed model.
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