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Abstract

Review history is widely used by recommender systems to
infer users’ preferences and help find the potential interests
from the huge volumes of data, whereas it also brings in great
concerns on the sparsity and cold-start problems due to its in-
adequacy. Psychology and sociology research has shown that
emotion information is a strong indicator for users’ prefer-
ences. Meanwhile, with the fast development of online ser-
vices, users are willing to express their emotion on others’
reviews, which makes the emotion information pervasively
available. Besides, recent research shows that the number of
emotion on reviews is always much larger than the number
of reviews. Therefore incorporating emotion on reviews may
help to alleviate the data sparsity and cold-start problems for
recommender systems. In this paper, we provide a principled
and mathematical way to exploit both positive and negative
emotion on reviews, and propose a novel framework MIR-
ROR, exploiting eMotlon on Reviews for RecOmmendeR
systems from both global and local perspectives. Empirical
results on real-world datasets demonstrate the effectiveness
of our proposed framework and further experiments are con-
ducted to understand how emotion on reviews works for the
proposed framework.

Introduction

Recommender systems have become an imperative part to
tackle the information overload problem by suggesting on-
line users with products of potential interests (Wang et
al. 2015; Shu et al. 2018). The majority of existing rec-
ommender systems mainly rely on users’ historical ratings
or reviews to conduct recommendation (Koren, Bell, and
Volinsky 2009; Beutel et al. 2017). However, these recom-
mender systems usually suffer from data sparsity and cold-
start problems because compared to the great amount of
items, a user only gives ratings to few items especially at
the start. Therefore, online user-generated data, which can
help to infer users’ preferences, has become a key com-
plementary source for recommender systems to alleviate
the data sparsity and cold-start problems (Tang et al. 2016;
Wang et al. 2017c¢). For example, social recommendation,
which exploits user-user relationships guided by the ho-
mophily theory that two friends are more likely to have sim-
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Mac Monitor

Good value on a used Mac monitor to replace one | had exactly like it that, after 13 years,
finally died. This one had less use than my first and looks way better. Nice to be able to
put off purchase of a new computer for another year or so.

by heliamphorad3
Jul 03, 2017

Verified purchase: Yes | Condition: Pre-Owned | Sold by: belmonttech
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Figure 1: An example of emotion on reviews.

ilar preferences, has shown to be effective for recommender
systems (Wang et al. 2016).

In real word, product review websites also provide var-
ious ways for users to express their emotion toward other
users’ reviews, which leaves abundant emotion information
that has potential to improve recommendation performance.
For example, Amazon users can indicate their emotion via
commenting and replying posts under others’ reviews; eBay
users can give thumb up or down to express their emo-
tion on reviews; and some commercial platforms like Ciao
and Epinions provide rating mechanisms for emotion ex-
pression. In other words, emotion information is pervasively
available. According to the sociologists and psychologists,
users’ emotion is a strong indicator of agreement or dis-
agreement (Dunn and Schweitzer 2005; Bewsell 2012). For
example, positive emotion such as appreciation and satisfac-
tion indicates agreement, negative emotion such as antipa-
thy and anger indicates disagreement (Wang et al. 2017b;
2017a). Therefore, emotion information can be used to infer
a user’s preference towards a product though the user has
not given a rating to the product. For example, in Figure 1!,
heliamphora43 submitted a review on Mac Monitor with a
rating 4 and a user Tracy gave a thumb up to this review.
From this, we can infer that Tracy’s rating on Mac Monitor
will be close to 4 even if Tracy hasn’t given her own rat-
ing. Furthermore, from real world data analysis, we find that
the number of emotion on reviews is much larger than the
number of reviews, which means that we have more abun-
dant resource, i.e., emotion information, to help infer users’
potential preferences. Therefore, exploiting emotion on re-
views has great potential to help alleviate data sparsity and
cold-start problems and improve the recommendation per-
formance. The majority of existing work mainly focus on

"https://www.ebay.com/urw/Apple-Cinema-A1083-30-
Widescreen-LCD-Monitor/product-reviews/82049072



Figure 2: An example of user’s positive and negative emo-
tion reviews. The red dashed arrow with a smiling face de-
notes u; expresses positive emotion to the corresponding
rating. The blue dotted arrow with a crying face denotes u;
expresses negative emotion to the corresponding rating.

exploiting users’ emotion on products (Costa and Macedo
2013; Zheng, Mobasher, and Burke 2016). However, little
attention is paid to utilizing users’ emotion on reviews for
recommender systems.

Therefore, in this paper, we study the novel problem of
exploiting emotion on reviews for recommender systems.
In essence, we are faced with the following challenges: (1)
Different from positive emotion, users seldom express their
negative emotion (Beigi et al. 2016), although negative emo-
tion is also a useful indicator of disagreement. The unbal-
anced data brings difficulties to take full advantage of pos-
itive and negative emotion; and (2) Users can give emotion
on several reviews of the same item, among which these
emotion may be all positive, all negative, or partial posi-
tive and partial negative. It’s difficult to unify these cases
in one model. Hence, modeling emotion information in rec-
ommendation is not a trivial problem. Thus, in this work, we
investigate (1) how to model positive and negative emotion
mathematically, and (2) how to incorporate emotion on re-
views into a unified model for recommender systems. In an
attempt to solve two questions, we propose a novel recom-
mendation framework - MIRROR. The main contributions
are summarized as follows:

e We study a new problem of exploiting emotion on reviews
for recommender systems and statistically verify that pos-
itive and negative emotion can be used to infer users’ pref-
erences;

e We propose a novel framework MIRROR, which captures
emotion in global and local perspectives to improve rec-
ommendation performance; and

e We conduct experiments on real-world datasets to evalu-
ate the effectiveness of the proposed framework.

Problem Statement

We first introduce the notations used in this paper. Through-
out the paper, matrices are written as boldface capital letters
(e.g., M), vectors are denoted as boldface lowercase letters
(e.g., m, uy, x§1)). For any matrix M € R™*", M;; is
the (i,7)-th entry of M, and the Frobenius norm of M is
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Table 1: Statistics of the datasets

Datasets Ciao Epinions
# of Users 44311 194,872
# of Items 112,783 125,837
# of Ratings 7,345,419 706,200
# of Positive Emotion 7,795,044 6,319,020
# of Negative Emotion 176,933 138,593

IM[lF = /2225 MZ;. Also, we use calligraphic fonts

for sets (e.g., F). | F| represents the cardinality of set F.

Let U = {uj,us9,...,u,} be the set of n users, and
V = {v1,va,...,0,,} be the set of m items, and R =
{r1,72,...,rn} be the set of N reviews. We use matrix
R € R™ ™ to denote user-item rating matrix where R;;
represents the rating from user u; to item v;. R;; = 0 if a
user u; hasn’t rated v;. Generally, we have N < n X m as
users only rate a small portion of items. In addition to giving
ratings to products, users can also express their emotion on
other users’ reviews. We use E € R"*¥ to denote emotion-
review relations where Eife = 1, —1 or 0 denotes user u; has
expressed positive, negative or no emotion, respectively, to
user uy,’s review on item v;. We define positive emotion re-
views P;; = {Rkj|E,('i>) = 1} and negative emotion reviews
N = {Rkj|EEi,) = —1} be the rating sets on v; with u;’s
positive and negative emotion. For example, in Figure 2, for
an item v1, w1 have his own rating R;. Besides, towards
other users’ ratings Ry, R3; and Ryy, uy expressed posi-
tive emotion on Ro; and R3; and negative emotion on Ry; .
In this case, u;’s positive and negative emotion reviews on
item vy are P11 = {Ro1,Ra31} and NV1; = {Ry1} sepa-
rately. With these notations and definitions, the problem of
recommendation with emotion information can be formally
defined as: Given the rating matrix R and emotion E to-
wards others’ reviews, we aim to find a recommender system
to infer missing values in R.

Data Analysis on Emotion

In this section, we will investigate the relations between
users’ preferences and users’ emotion expressions, which
lays the foundation for exploiting emotion on reviews for
recommender systems. We first introduce the datasets used
in this paper.

Datasets Description

We collected two real-world datasets Ciao and Epinions. For
Ciao, users can rate products and reviews with scores from
1 to 5. For the evaluation purpose, we take the ratings on
reviews as ground truth of emotion. In particular, we con-
sider low review ratings from 1 to 3 as negative emotion,
high review ratings 4 and 5 as positive emotion. For Epin-
ions, the rating scope on reviews is from 1 to 6, where we
regard ratings from 1 to 3 as negative emotion and 4 to 6 as
positive emotion. To make it clear, all of the aftermentioned
ratings are referred to product ratings. The detailed statistics
of these datasets are illustrated in Table 1. It is evident from
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Figure 3: Power-law distribution of the Ciao dataset

these statistics that users are way more willing to express
positive emotion than negative emotion.

In order to better understand the distributions of emotion,
we further explore the degree distributions of positive emo-
tion reviews and negative emotion reviews in Figure 3 and
Figure 4. As can be observed from the distributions, users’
emotion towards reviews present a power-law distribution in
both datasets, which means that most reviews receive few
emotion expressions and a few popular reviews receive ex-
tremely high numbers of emotion expressions. This is pretty
common in recommendation systems (Beutel et al. 2017).

Analysis of Positive and Negative Emotion

Research findings from psychology and sociology suggest
that emotion is a strong indicator of agreement or disagree-
ment (Dunn and Schweitzer 2005; Bewsell 2012), which
leads to two assumptions:

e Users are likely to share similar preferences with their
positive emotion reviews; and

e Users are more similar to their positive emotion reviews
than their negative emotion reviews.

To exploit these two assumptions for recommendation, we
would like to first validate whether these assumptions hold
in real-world scenario using the two datasets we introduced.

Let F; be the set of user pairs from whom we observe rat-
ings to the item v; as F; = {(u;, ug)|Rij # 0 A Ry; # 0}.
Among F;, if user u; expresses positive and negative emo-
tion on uy’s rating, we include pair (u;, ug) into _7-"]17 and ]—"J’»‘
respectively. Besides that, we randomly select pairs (u;, 1)
without any emotion interactions from each other, and in-
clude them into F. JT . With definitions of the pair division, we
then define the difference between user pairs (u;, ux) on item
vj as di; = (Ri; — Ry;)?. For pairs in }"f, Fand F7,
j = {1,2,...,m}, we construct difference vectors d?, d”
and d” where dfm € dP, djj ; € d"and dj; ; € d” denote
rating differences for (u;, u;) on v; with positive, negative
and no emotion reviews, respectively.

For two vectors {x, y}, the null hypothesis is Hy : x >=
y while the alternative hypothesis is H; : x < y, where
the null hypothesis indicates that the mean of x is bigger
than or equal to that of y. To validate the assumptions, we
conduct t-test on {d?,d"} and {d?,d"}. For the t-test on
{dP,d"}, the null hypothesis indicates users are less likely
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Figure 4: Power-law distribution of the Epinions dataset

to share similar preferences with their positive emotion re-
views; therefore if we reject the null hypothesis, then the
assumption that users are more likely to share similar pref-
erences with their positive emotion reviews is verified. For
datasets Ciao and Epinions, the null hypothesis is rejected
at the significant level o = 0.01 with p-values of 1.8¢712
and 1.2¢7164, respectively. For the t-test on {d?,d"}, the
null hypothesis indicates users are less likely to be similar
to their positive emotion reviews than their negative emo-
tion reviews; therefore if we reject the null hypothesis, the
assumption that users are more likely to be similar to their
positive reviews than their negative reviews is proved. For
datasets Ciao and Epinions, the null hypothesis is rejected at
the significant level o = 0.01 with p-values of 2.2¢ %% and
9.9¢7290, respectively. Thus we verified the relationships
between emotion on reviews and user preferences, which
pave a way to utilizing emotion on recommendation.

Proposed Framework— MIRROR

In this section, we discuss how to model emotion in global
and local perspectives using the two assumptions we val-
idated, in which we weight the importance of each rating
based on global emotion information from all users, and pre-
dict each individual’s preference based on local emotion in-
formation from the user himself.

Before modeling users’ emotion, we introduce the ba-
sic recommendation algorithm we use in this paper. Matrix
factorization is a popular model to build recommender sys-
tems (Takacs et al. 2008; Jamali and Ester 2010; Meng et al.
2018). It decomposes the rating matrix R as follows:

win|[W o (R = UTV)|[} +a([Ul[} +[IVIE). 1)

where © denotes Hadmard product. User latent feature
matrix U = [u,ug,...,u,] € REX" includes the K-
dimensional preference latent factors of each user u;, and
item latent feature matrix V. = [vy,Va, ..., v,,] € REX™
represents the K -dimensional characteristic latent factors of
each item v;. W is the indicator matrix that W; is equal to
1 if user u; has rated item v; and equal to O otherwise. The
term o(||U||% + ||V]||%) is introduced to avoid overfitting.

Global Emotion Modeling for Recommendation

Existing recommendation methods regard each rating
equally weighted, which ignore that ratings are highly id-
iosyncratic. As shown in Figure 3 and Figure 4, the degree



distributions of both positive and negative emotion of real-
world datasets subject to power law, showing distinct influ-
ence with different numbers of emotion expressions. Ratings
received many positive emotion expressions indicate higher
importance and demand higher weights, whereas, ratings re-
ceived plenty of negative emotion expressions may have bad
impact on the item latent features and result in recommen-
dation performance degradation. We then model the influ-
ence of emotion by the relative number of positive and neg-
ative emotion expressions, which gives additional powers
and capabilities in recommender systems. We assume that
0;; = 077" — O} is the difference between the posi-
tive emotion number O77” and the negative emotion number
O} over the rating R,;;. Then we define emotion influence
W¥; as a function f of relative number of positive and nega-
tive emotion expressions O;;. More specifically, we define:
e _ f (OZ ) O;j 7£ 0
Wi = { 0 ’ otherjwise )
where the function f should limit the value of the emotion
influence with [0, 1] and be an increasing function of O,
i.e., relatively more positive emotion expressions should
have a higher value of emotion influence. In this work, we
empirically find that f(O;;) = sgn(0;;)log(|O;;| + 1)
works well for our proposed MIRROR, where sgn(O;;) de-
notes the sign of Oy;.

The influence of emotion expressions plays an important
role in recommendation. Users are willing to agree to ratings
which have attracted many positive emotion expressions and
few negative emotion expressions. Bewsell found that emo-
tion greatly affect a user to formalize agreement and transact
online (Bewsell 2012). To capture global information from
emotion expressions, we can use the emotion influence to
weight the importance of each ratings. Originally the impor-
tance of R;; in Eq.(1) is controlled by W,;. Considering
the influence of emotion, we should also include ij thus
we have the new weight for R;; as W;; = g(W;;, W¢))
where g is a function to combine two weights. With these
new weights, the formulation to globally model users’ emo-
tion is as follows:

min [W © (R — UTV)[[} + a(|[U)% + [IVI}). G)

where the importance of R;; is controlled by W ; through a
function g. When W;; = 0, i.e., user u; hasn’t rated vy, it is
obvious W¥. = 0, too. Then we need W; equal to 0 in this
condition. When W;; = 1, i.e., user u; has rated v;, then

W, increase with W¥.. Thus, W;; should also vary with

o R .
fj in the same direction. In this way, we can construct
9(Wi;, Wi,) = W;; + W, The parameter 3 controls
the relatively importance of W;; and W in the model.

Local Emotion Modeling for Recommendation

As we have proved, users are more likely to agree to their
positive emotion reviews, especially compared to their neg-
ative emotion reviews. In other words, it indicates that the
difference in ratings from user himself and from others with

the user’s positive emotion, is much lower than those with
negative emotion. However, at the start, users only rated lim-
ited items, but their future ratings should also coincide with
the observations. Thus we can also utilize them on our pre-
dicted ratings to face the cold start.

We first define the difference between a predicted rat-
ing ulv; and an existing rating Ry; from u; and uj on
the same item v; as dj, ; = (uf v; — Ry;)? Let dj; €
{dgk,jwk sit. Ry, € Pij} and dz c {dgk7j|Vk s.t. Ry €
N;j} denote the difference of the predicted rating u’v;
compared to one of wu;’s positive and negative emotion re-
views respectively. Then to model these emotion informa-
tion for each (u;, v;) pair, there are five cases that we need
to discuss.

e Casel:P;j =S and N;j = &;
e Case?2: P # < and N;j = &,
e Case3:P;j = and N;j # &,
o Cased:Pij # @ and Nij # @ and dj; — df; < 0;
° Case5:’Pij#@andj\/;j;éﬁanddfj—d?jzo.

Actually, C'ase 1 is the scenario for our basic model, and
based on our studied datasets, negative opinions may be out
of malicious purpose (Mobasher et al. 2007) and the pro-
portion of Case 3 is pretty low. For example, there are only
0.93% and 0.82% reviews received only negative emotion in
our previous datasets Ciao and Epinions, respectively. Thus
we only need to consider C'ase 2,4 and 5. For Case 2, ac-
cording to the aforementioned observation, uiij should be
close to ratings of positive emotion reviews by minimizing
term df,. Since Case 4 satisfies our statistic assumption, we
should not penalize this case. While for C'ase 5, we need to
add a penalty to pull the predicted ratings closer to ratings in
'Pi;. Therefore, it can be formulated by solving the following
objective function:

min max(0, dfj —dy), “)

where d?j = 0 for Case 2 in order to be close to P;;.
As users u; may give more than one positive or negative
emotion expressions on ratings of item v;, we then use

(ufv; — RY)? and (ul'v; — R})? to respectively de-
note the average difference value of d}; and d}};. The above
penalty term can be further reformulated as:

min max(0, (uf'v; — R))? — (u/v; —R.)?), (5)

=—1ip —in .
where R,; and R,; are denoted as the average rating of
positive and negative emotion reviews from u; to v;, respec-
tively. However, when P;; or V;; is empty, we should ignore

their corresponding impacts on predicted ratings. Then ﬁf;

—in
and R, ; are defined as,

ﬁlp _ ?ij Pij + O
*J ul'v; otherwise

u; v; otherwise



where P;; and N;; represent the average rating of positive
and negative emotion reviews, respectively. Actually, for any
user item pair (i,7) of R” and R", we just need to calculate
R «; and R once, since the corresponding term in Eq.(5)
will always equal to 0 when P;; or N;; is empty.

Then we can find a unified term to locally model positive
and negative emotion as:

min E E max

=1 5=1

~R.)%)

*J

R')? -

T
u v — R, (u; v,

(N

Objective Function of MIRROR

With the introduction of emotion regularization to model
both positive and negative emotion globally and locally, the
final objective function of MIRROR is to minimize the fol-
lowing equation,

minII‘TV © R -UTV)[[i +a([Ul|7 +[[VIIF)

—i—’yZZmaX

i=1 j=1

SR,

*J

RY)? -

ll Vi — *J (u;rvj

(®)
where ~ is introduced to control its local contribution of
emotion regularization to model emotion on other users’ re-
views. Note that our proposed framework is a general model.
Except dividing users’ ratings on others’ reviews into nega-
tive and positive emotion, there is another mechanism to ex-
press emotion, which submit “like” or “dislike”, and “thumb
up” or “thumb down”. Those kinds of mechanisms can be
naturally adapted to our framework.

Optimization Algorithm

The objective function in Eq.(8) is not convex if we update
all the variables jointly. To optimize the objective function,
following the common way, we update U and V alterna-
tively by fixing one variable and update the other one using
gradient descent. We use 7 to denote the objective function
of Eq.(8) in the k-th iteration as follows:

J = miniIWQ (R —U"V)[[E +a(|U[[E + [ VI[E)

+'yZZM u \2

=1 j=1

R/)? - ~R)%),

. (u} v,

€ R™*™ in the k-th iteration as,

where we define M*
SR R 0
otherwise

1
M, = { .
(10)

The derivatives of J with respect to u; and v are given as:

(ufv; (ufv;

8111 —QZW u v; — Rij)v; + 20u;

+2’yZM~ u4 v fﬁig)vj (a1

=in

—ZVZM (ulv; — R,;)v;
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Algorithm 1 The Proposed Framework MIRROR
Input: R, E, K, «, 5,7
Output: Predicted rating matrix R

1: Compute W, P and A based on R, E and B.
2: Initialize U and V randomly
3: Calculate R” and R" using Eq.(6)
4: repeat

5. Calculate M usrng Eq.(10)
6:  Calculate 2 aU using Eq.(11)
7

8

9

0

1

Calculate 2 V using Eq.(12)
Update Uas U =U — 7,2Z

Tu oG
Update VasV =V — 7, 9%
until convergence

: Tv 5V
10:
urv

11: return ﬁ =

3vj —2ZW ul v; —Rjj)u; + 2av;

+2v Z ij (ul'v;, - R}

LY (12)

mn

—2v Z ij (ufv; — ﬁ*j)ui

With the gradients given above, we summarize the algorithm
in Algorithm 1. Next, we briefly review Algorithm 1. We
first randomly initialize user latent matrix U and item latent
matrix V. Then we calculate R” and R" in line 3. In each
iteration, M¥, is updated in line 5. From line 6 to 9, we up-
date U and </ until achieving convergence, and 7, 7, are
the learning rates for updating U and V. After convergence,

the predicted rating is computed as R=UTV.

Experiments

In this section, we conduct experiments to demonstrate
the effectiveness of our proposed framework MIRROR.
Through the experiments, we aim to answer two questions:

e Does emotion on reviews improve the recommendation
performance? and

e Does emotion on reviews help to solve the cold-start prob-
lem for recommendation?

Next, we first introduce the experiment settings followed by
experiments to answer the two questions. Further experi-
ments are conducted to understand the sensitivity of MIR-
ROR to the hyper-parameters.

Experimental Settings

We choose two widely used evaluation metrics, i.e., Mean
Absolute Error (MAE) and Root Mean Square Error
(RMSE), to evaluate the recommendation performance,

which can be formally defined as }°; ;) .+ \ﬁ” —Ry;|/|T]
and \/Z(z j)eT(ﬁij —R;;)2/|T|, respectively. T denotes

the set of ratings in the testing set, | 7| is the size of 7. Note
that previous work demonstrated that small improvement in




Table 2: Recommendation comparisons in terms of MAE and RMSE

Datasets | x% MAE RMSE
) UCF | WNMF MF QMF | MIRROR | UCF | WNMF MF QMF | MIRROR
10% | 1.5701 | 1.9987 | 1.1483 | 1.1471 1.0490 2.1078 | 2.6155 | 1.4258 | 1.4249 1.3449
Ciao 20% | 1.4407 | 1.1044 | 0.9499 | 0.9495 0.8874 1.9417 | 1.4782 | 1.2118 | 1.2116 1.1659
40% | 1.1287 | 0.9059 | 0.8473 | 0.8470 0.8224 1.5582 | 1.1752 | 1.1012 | 1.1009 1.0839
10% | 1.7971 | 1.2922 | 1.0849 | 1.0838 1.0437 22771 | 1.6600 | 1.3551 | 1.3536 1.3279
Epinions | 20% | 1.7365 | 1.0406 | 0.9545 | 0.9642 0.9356 22076 | 1.3280 | 1.2456 | 1.2223 1.1953
40% | 1.1889 | 0.9370 | 0.8867 | 0.8859 0.8705 1.6321 | 1.1999 | 1.1404 | 1.1392 1.1265
Table 3: Recommendation comparisons with 5% cold-start users in terms of MAE and RMSE.
Datasets | x% MAE RMSE
UCF WNMF MF QMF | MIRROR UCF WNMF MF QMF | MIRROR

10% 1.6301 2.1537 | 1.1761 | 1.1748 1.0508 2.1607 27662 | 1.4543 | 1.4531 1.3470
Ciao 3.82% | -1.76% | -2.42% | -2.41% -0.17 % -251% | -5.76% | -2.00% | -1.98% -0.16%
20% 1.5206 1.2902 | 0.9795 | 0.9790 0.8891 2.0296 1.7804 | 1.2440 | 1.2438 1.1673
-5.55% | -16.82% | -3.12% | -3.11% -0.19% -4.53% | -20.44% | -2.66% | -2.66% -0.12%
40% 1.2682 1.1559 | 0.8851 | 0.8846 0.8277 1.7402 1.6414 | 1.1430 | 1.1427 1.0906
-12.36% | -27.60% | -4.46% | -4.44% -0.64 % -11.68% | -39.67% | -3.80% | -3.80% -0.62%
10% 1.8344 1.4433 | 1.1006 | 1.0997 1.0507 2.3107 1.8884 | 1.3710 | 1.3698 1.3380
Epinions -2.08% | -11.69% | -1.45% | -1.47% -0.67 % -1.48% | -13.76% | -1.17% | -1.20% -0.76 %
20% 1.7749 1.2113 | 0.9820 | 0.9739 0.9493 2.2450 1.6286 | 1.2742 | 1.2316 1.2040
221% | -16.40% | -2.88% | -1.01% -1.46 % -1.69% | -22.64% | -2.30% | -0.76% -0.73%
40% 1.3183 1.1809 | 0.9357 | 0.9102 0.8826 1.7920 1.6418 | 1.1638 | 1.1627 1.1428
-10.88% | -26.03% | -5.53% | -2.74% -1.39% -9.80% | -36.83% | -2.05% | -2.06% -1.45%

MAE or RMSE can have a significant impact on the quality
of the top few recommendation (Koren 2008).

In datasets Ciao and Epinions, we randomly select 2% of
user ratings and corresponding emotion information related
to the selected user ratings as the training set and the remain-
ing 1 — 2% as the testing set. To investigate the capability of
the proposed framework in handling the data sparsity prob-
lem, we vary z as {10, 20,40} in this work. We then apply
five fold cross validation for all the following experiments,
and report the average MAE and RMSE.

Comparisons of Different Recommender Systems

To answer the first question, we compare MIRROR with the
following representative methods,

e UCF: UCF predicts ratings by aggregating ratings from
user u;’s K most similar users. We use the cosine similar-

ity to calculate user-user similarity.

MF: Matrix factorization based collaborative filter-
ing (Koren, Bell, and Volinsky 2009) tries to decompose
the user-item rating matrix into two latent matrices to pre-
dict ratings, which is the basic model of the proposed
framework MIRROR.

WNMF: Weighted nonnegative matrix factoriza-
tion (Zhang et al. 2006) tries to decompose the user-item
rating matrix into nonnegative matrices to predict ratings.

QMF: Review quality aware collaborative filter-
ing (Raghavan, Gunasekar, and Ghosh 2012) regards
users’ emotion as a measure to capture the quality
of the rating and incorporate the quality scores into
recommendation.
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To fairly compare different methods, we set the parameters
for all methods by a grid search strategy. For MIRROR, we
empirically set « 0.01, B = 0.1, v = 0.5, K = 10.
More details about parameter selection for MIRROR will
discussed in the following subsections. The comparison re-
sults on Ciao and Epinions datasets are shown in Table 2.
We can make the following observations:

All methods increase steadily with the increase of train-
ing set’s size, and matrix factorization based methods out-
perform traditional user-orient collaborative factorization
methods in general.

MIRROR consistently outperforms other baseline meth-
ods on both datasets with significant performance gain.
We perform t-test on results of MIRROR and QMF, it
shows MIRROR is significantly better with a significant
level of 0.05. The superiority of the proposed MIRROR
can be attributed to the utilization of both global and local
emotion.

The performance superiority between MIRROR and other
baseline methods increases when the training set become
sparser, i.e., the proposed MIRROR performs much better
when the training size is small. The proposed MIRROR is
more robust to the data sparsity problem, which is due to
the exploit of emotion information.

With these observations, we can draw an answer to the first
question - with the exploit of rich emotion information, our
proposed framework MIRROR not only outperforms the
state-of-art recommender systems on recommendation per-
formance but also can mitigate the data sparsity problem in
recommender systems.



Recommendation for Cold-start Users

To answer the second question, we random select 5% users
from the training set, and remove their ratings from the train-
ing set to the test set, while the emotion expressions for these
5% users are kept. In this way, these 5% users can be re-
garded as cold-start users. The results are shown in Table 3,
where numbers inside parentheses denote the performance
reductions compared to the performance without cold-start
users in Table 2. From the tables, we draw the following ob-
servations:

e With the involvement of cold-start users, the performance
of every methods decreases. For example, the MAE per-
formance of UCF with cold-start users decreases up to
12.39% compared to performance shown in Table 2.

e MIRROR decreases consistently slower than other base-
line methods on both datasets, which means the proposed
MIRROR is more robust to the cold-start user problem.
That is because of the utilization of emotion information.

In summary, the proposed MIRROR outperforms the state-
of-art recommender systems on handling cold-start users.

Parameter Analysis

The proposed framework has two important parameters (3
and v, which separately controls the contribution of global
and local influence of emotion expressions. In this sec-
tion, we investigate the impact of the parameters S and
~ on the performance of MIRROR. We only show re-
sults on Ciao and Epinions with 10% without cold-start
users since we have similar observations. We vary the
values of S as {0.001,0.01,0.05,0.1,0.5,1} and v as
{0.001,0.01,0.05,0.1,0.5, 1}. From Figure 5 and Figure 6,
we can have the following observations:

e With the increase of 3 (or 7), the performance of MIR-
ROR first increases, suggesting that integrating global (or
local) emotion can improve the recommendation perfor-
mance. After the first increase, the performance then de-
creases in general, which is useful from a practical point
of view to select parameters.

e Compared to 5, MIRROR is more sensitive to -y. That is
because users’ local emotion varies while the global emo-
tion information keeps stable. A large ~ will lead to per-
sonal various emotion dominate the user preference learn-
ing process resulting a rapid and significant increase of
recommendation performance.

Related Work

To infer users’ preferences on products and predict potential
interests, product reviews are widely used by recommender
systems (Yang et al. 2014; McAuley and Leskovec 2013).
Among the great amounts of products, a user’s ratings are
extremely sparse especially at the very beginning, which
leads to the sparsity and cold start problems due to the inade-
quacy of reviews. Recent years have witnessed great efforts
in exploring external information to solve those problems.
For example, Ma et al. exploit the characteristics of social
relations and utilize friends’ ratings by assuming that users
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(a) MAE on Ciao (b) MAE on Epinions

Figure 5: Parameter analysis in terms of MAE.

(a) RMSE on Ciao

(b) RMSE on Epinions

Figure 6: Parameter analysis in terms of RMSE.

should share the similar preferences in the rating space and
the social relation space (Tang, Aggarwal, and Liu 2016).
Tang et al. (Tang, Aggarwal, and Liu 2016) exploits signed
social network for recommendation. Note that our work is
inherently different from Tang et al. as we exploit users emo-
tion on other users’ reviews, which can directly infer a user’s
rating on items; while Tang ef al. exploits trust and distrust
network between users instead of user-review relations.

Emotion has been demonstrated to be effective for
improving recommender systems (Zheng, Mobasher, and
Burke 2016; Costa and Macedo 2013). For example, re-
searchers utilize emotion with time and location to enrich a
contextual situation (Zheng, Mobasher, and Burke 2016) or
a user profile (Costa and Macedo 2013), but these emotion
are not on reviews. Although users’ emotion on reviews is a
strong indicator to infer users’ preferences on products, little
attention is paid to exploit users’ emotion on reviews to rec-
ommender systems. Most research just regards emotion on
reviews as a signal to measure the reviews’ helpfulness. For
example, Wang et al. propose to predict reviews’ helpfulness
with products reviews, and in return, predict users’ prefer-
ence on products with review helpfulness (Wang, Tang, and
Liu 2015). Raghavan et al. attach a weight based on emo-
tion feedback to improve the importance of high quality
reviews with probabilistic matrix factorization (Raghavan,
Gunasekar, and Ghosh 2012). Our work exploits emotion on
reviews for recommender system and proposed a novel uni-
fied model from global and local perspective to exploit both
positive and negative emotion information to improve rec-
ommendation performance, which is significantly different
from existing works.



Conclusion

In this paper, we study the novel problem of investigating
emotion information for recommender systems. We vali-
date two assumptions of users emotion on reviews and their
agreement on ratings on real-world dataset. We propose a
new framework guided by the two assumptions which in-
tegrates emotion information to matrix factorization based
recommender systems. Experimental results show that the
proposed MIRROR has significantly better performance
than the state-of-the-art methods, and have better capacities
to mitigate the data sparsity and cold-start problems. There
are several interesting directions need further investigation
as further work. For example, we intend to identify spam re-
views and spam emotion expressions to obtain a more robust
global model for recommender systems.
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