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Abstract

Community detection has been extensively studied for vari-
ous applications, focusing primarily on network topologies.
Recent research has started to explore node contents to iden-
tify semantically meaningful communities and interpret
their structures using selected words. However, links in real
networks typically have semantic descriptions, e.g., com-
ments and emails in social media, supporting the notion of
communities of links. Indeed, communities of links can bet-
ter describe multiple roles that nodes may play and provide
a richer characterization of community behaviors than
communities of nodes. The second issue in community find-
ing is that most existing methods assume network topolo-
gies and descriptive contents to be consistent and to carry
the compatible information of node group membership,
which is generally violated in real networks. These methods
are also restricted to interpret one community with one topic.
The third problem is that the existing methods have used top
ranked words or phrases to label topics when interpreting
communities. However, it is often difficult to comprehend
the derived topics using words or phrases, which may be ir-
relevant. To address these issues altogether, we propose a
new unified probabilistic model that can be learned by a du-
al nested expectation-maximization algorithm. Our new
method explores the intrinsic correlation between communi-
ties and topics to discover link communities robustly and
extract adequate community summaries in sentences instead
of words for topic labeling at the same time. It is able to de-
rive more than one topical summary per community to pro-
vide rich explanations. We present experimental results to
show the effectiveness of our new approach, and evaluate
the quality of the results by a case study.

Introduction

Social networking has become increasingly important for
connecting people of diverse background. It is prevalent
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over the internet for geographically dispersed users. As a
result, large quantities of network data, particularly in so-
cial sciences, have been accumulated. Analysis of such
large quantities of data is able to help reveal underlying
social structures and discern behavior and future trends.
Graph is the simplest form of a social network. It repre-
sents basic units as nodes and relationships between them
as links. A growing interest in social networks has revived
graph mining algorithms. An important problem in analyz-
ing social networks is the problem of community detection
(Girvan and Newman 2002). The primary objectives of this
problem are to identify groups of nodes with common
functions and to discover meaningful functional structures
of such groups of nodes. A group of nodes form a dense
region of closely related entities in a graph, and thus con-
stitute a community. Finding such communities is an effec-
tive means to social network analysis, e.g., personalized
recommendations and recognition of abnormal activities.
Most community detection methods use exclusively in-
formation of network topologies, as reviewed in (Fortunato
and Hric 2016). These have hierarchical clustering (Girvan
and Newman 2002), modularity-based methods (Newman
and Girvan 2004), spectral optimization algorithms (Li et
al. 2015), Markov dynamic algorithms (Rosvall et al.
2014), and statistical inference methods (He et al. 2015).
However, content information, e.g., descriptions of in-
teractions among the entities in a network, may also pro-
vide useful information on network communities. Indeed, it
has been shown in recent work that the use of node con-
tents can significantly improve the quality of the resulting
communities. The methods along this line have topic mod-
el-based methods (Zhao et al. 2012), generative models
(Yang, McAuley, and Leskovec 2013), and heuristic meth-
ods (Ruan, Fuhry, and Parthasarathy 2013). Information of
network topologies and node contents are also complemen-



tary to each other; if one is missing or inaccurate, the other
can be used to make up for the missing or noisy data.

More importantly, node contents can also be used to
discover interpretable community descriptions to help re-
veal the latent functions of individual communities. Com-
munities with functional descriptions are desirable in prac-
tice and have attracted attention lately, e.g., in the latest
works in (Wang et al. 2016; He et al. 2017).

While some progress has been made, the results of exist-
ing methods are far from satisfactory in several aspects. We
first observe that a group of users in a social network may
interact over more than one topic of common interest and
subsequently form a community. They often exchange text
messages, which are naturally represented by the links
connecting them in the network. These links may cover
more than one topic. That is, a community may have more
than one topic, as illustrated in Figure 1(a). This observa-
tion helps reveal several limitations of existing methods.

topic-summary(Politics):
1. The Obama's power is
greatest.

2. We are against the proposa
about democracy.

topic-summary(Musio)s
1. The pop music is so
cuphonic.

2. Many young men like

3. against 4. proposal
5. democracy “

( Music OP Jitiesde L] NE s %}
- Movies oties IZl Music €S poiicics
B Movies
.\ : R N
Q0 mixed topic-wor

topic-summary(Movies)y - (Music&Movies):
1. Comedy is o funny. o . 1. pop 2. comedy A
2. The scencs of this “‘D 3. like 4. scene L X
ovie are shocking. 5. metal [72)

Figure 1: Illustration of a social media network, where nodes
represent users and links represent messages among users. (a) The
network is structured by our method that considers link contents
and topologies. The red and green links form two communities. A
community can have more than one topic and each topic is repre-
sented by an extracted summary that is more informative than
individual words. (b) The network is structured by existing algo-
rithms that combine node contents and topologies. The red and
green nodes form two communities. Per community is related to
one topic and each topic is represented by top-ranked words.

First, supported by our observation above, contents on
links carry more information of community structures than
contents on nodes. However, the existing methods only
exploit node contents. In order to apply an existing algo-
rithm to networks with messages on links, we may com-
bine all messages sent by a user as the content of the node
(Figure 1(b)). This conversion of link content to node con-
tent may lose information, e.g., addressees in Figure 1(b),
and reduce the effectiveness of the method because the
user may exchange messages with others in different com-
munities, some of which may not even be consistent.

Second, it is usually assumed in the existing methods
that network structures and node contents have the same
information of node group memberships (i.e., communities
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and topical clusters being the same), which is often violat-
ed. For example, social relations in Twitter often directly
reflect users’ groups, whereas user-generated contents may
be diverse. Therefore, when node contents do not match
well with community structures, these algorithms’ perfor-
mance may deteriorate.

Third, the existing methods aim at finding one topic for
one community, despite that communities in real social
networks may have multiple topics, providing limited in-
terpretability of resulting communities. For example, there
are red and green user communities in Figure 1(b). The red
community naturally has two topics, which are difficult to
distinguish by the existing methods. Instead, these methods
will interpret this community by a mixture of these two
topics, which is difficult to comprehend.

Finally, the existing methods use individual words or
short phrases to summarize communities, even though the
text messages exchanged among users are typically com-
plete sentences that have more information than individual
words. It may not be straightforward to understand com-
munities using a few words. Take Figure 1(b) as an exam-
ple. It is difficult to appreciate the listed topics without
knowing how the words used are related. It becomes worse
when the top-ranked terms for the topics are also over-
lapped, e.g., the mixed topic of red community.

Although link contents are more informative than node
contents and the former have unique characteristics that are
missing in the latter (Ahn, Bagrow, and Lehmann 2010),
no method has been developed to use both network topolo-
gies and link contents for finding link communities.

We developed a new probabilistic model for finding link
communities with informative explanations. We developed
a dual nested expectation-maximization (EM) algorithm to
exploit network topologies, link contents and their intrinsic
correlations. We like to highlight that our method addresses
the four main problems discussed above. It does not as-
sume that topologies and contents share the same commu-
nity memberships, is able to interpret a community by
more than one topic, and uses whole sentences to summa-
rize communities, as illustrated in Figure 1(a).

The Model and Method

We first design a unified model for finding link communi-
ties and extracting their summaries by tightly integrating
topologies and link contents. We learn the model via a dual
nested EM algorithm. We then summarize the method and
analyze its complexity. Table 1 shows the notations used.

The Probabilistic Model

Consider a network G = (N, E) of n nodes {vi,"-*,v,} and e
(undirected and unweighted) links that belong to a given
number ¢ of link communities. The network structure is



represented by an adjacency matrix A = (a;)ux, With a;; = 1
if a link exists between nodes v; and v;, or 0, otherwise. The
link content is represented by a document-term matrix X =
(xj76)exm With x; =1 if the content of link <i,j> contains the
k" word wy of the dictionary, or 0 otherwise. We have the
content of each link to be text of sentences, e.g., emails or
messages, which are texts between corresponding users.

Table 1: The notations used in the paper

Descriptions

Adjacency matrix and document-term matrix

The set of nodes and edges

The number of nodes and edges

The number of sentences and words of the dictionary

The number of communities and topical clusters

The k™ word of the dictionary

The link between nodes v; and v;

ai+ |One endpoint i of a possible link <i,j>, i.e., a half of the link

y» |Empirical distribution over words specific to 5™ sentence
Up | The number of words in /™ sentence

zij |Community associated with link <i,j>

giik | Topic associated with link-term pair <<i,j>, wy>

siik |Sentence associated with link-term pair <<i,j>, wi>

T |Multinomial distribution over communities

- |Multinomial distribution over nodes specific to r“‘ community
v+ |Multinomial distribution over topics specific to 7" community
¢: |Multinomial distribution over sentences specific to ' topic

The Problems: Given a network G, our objectives are to 1)
partition G into ¢ link communities and k topical clusters
based on network topologies and link content together, 2)
explore the correlation between communities and topical
clusters to combine the two to interpret each community
using more than one topic, and 3) extract understandable
topical summaries to describe communities. Our method
can deal with cases of ¢ # k where the numbers of commu-
nities and topical clusters are different; nevertheless, for
clarity and simplicity, we focus on the case of ¢ = k.

We like to note that each of these three problems is tech-
nically challenging and has attracted much attention indi-
vidually; here, we consider to solve them altogether.

To solve these issues, we divide link set £ into ¢ com-
munities, called /ink communities. We partition E into ¢
groups using link contents to form fopical clusters, where
each cluster is labeled by a topic with summary descrip-
tion, i.e., fopical summary, composed of some top ranked
sentences rather than words, extracted from the text on
links. Meanwhile, we derive the intrinsic correlation be-
tween communities and topical clusters, and utilize this
correlation to improve the results of community and topical
cluster by incorporating the results of the other. We also
utilize this correlation to interpret a link community using
more than one dominate topical summary.

We cast the problems into building a unified generative
model, illustrated in Figure 2. This model is specified by
three types of quantities. The first is the observed quanti-
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ties, which include the adjacency matrix A, document-term
matrix X, and empirical distribution of observed sentences
over words Y = (yuk)ixm, Where yu = p(xijx = l|syx = b) de-
notes the empirical probability that the »™" sentence con-
tains the ™ word wy. Therefore, ys = 1/u45 if sentence b has
the k™ word, or 0 otherwise.

CI| M, =tkTx,, =1

V<i,j>eEsti<j

Figure 2: A schematic diagram of the integrative generative mod-
el for jointly solving three key community discovery problems.
The symbols and notations used are summarized in Table 1.

The second type is the latent quantities, which include
community assignments z, where z; denotes the label of the
community which link <i,/> belongs to, the topic assign-
ment g where gj;« is the label of the topic which link-term
pair <<i,j/>, w;> belongs to, and the sentence assignments s
where s is the label of the sentence which <<i,>, w;> is
expected to belong to.

The third type is model parameters, which include T =
(t)1xe, Where 7. = (zy r) is the prior probability that any
link belongs to the ' community; Q = (®,;)cx, Where w,; =
p(aj+| z; = r) denotes the probability that the 7" community
selects node v; as one of the two endpoints when it gener-
ates a link; ¥ = (yy)exe, Where 1//,, p(giik =t | zy=r) de-
notes the probability that the " community selects the £
topic; and @ = (¢um)cxi, Where @ = p(siix = b | gijix = £) is the
probability that the /" topic selects the b sentence. Then,
the generative process of this model is:

For each node v;:

For each node v;with a; =1 and i <j
a. Draw community assignment z; ~
b. Draw a;x~ Multinomial (®, )

c. Draw aj+~ Multinomial (®, )
d. For each of the & term w1th X = 1
1. Draw topic assignment gj; x ~Multinomial (Y zj )
ii. Draw sentence s;;x~ Multinomial ((|)g x )
iii. Draw term wy ~ Multinomial ( Ys
Then, the likelihood that G is generated by the model is
P(AX|TQ¥.0,Y)=Y  P(AXzgs|LQ¥.0Y)
=Zz’g’SP(Z | D)P(A |z, Q)P(g| ¥,2z)P(s | ®,2)P(X]s,Y) (1)

a: a X,
H(Tzl-j)ljl_[( z R zj,/)yHH(wzj,gzjk)ljk
i<j i<j

s m Xij k Yij.k
XHH((ogﬁ,k’Sij,k ) HH(ysi/,k’k)

i<j k=1 i<j k=1

Multinomial (t)



subjectto Y\ 7, = ; Z'; @y =1forr=1..¢%" y, =1
forr=1...c,and Zb (o =1 forz=1..

Eq. (1) has five parts. The first two are the fitting to net-
work topology, the third is a set of induced probabilities of
generating topics g in communities z with distribution ‘P,
and the last two parts are the fitting to link contents.

Recall the problems to be solved. First, the last two parts
of (1), for fitting to link contents, are similar to topic mod-
el. But here we introduce an additional layer of hierarchy,
i.e., instead of making topics be distributions over terms or
words, we assume that topic models are mixtures of some
existing base language models. Here we use sentence lan-
guage models as the base language model. One benefit of
this assumption is that each topic is then represented by
some selected sentences, instead of expressed by key-
words. So it includes more language information for find-
ing topical clusters, and we can use top ranked sentences as
the topical summary to represent the topic of this cluster.

Furthermore, we treat link communities and topical clus-
ters separately (i.e., communities may not correspond to
topics), and use the correlation matrix ¥, which can be
regarded as a matrix of probabilities for transitions from
communities to topical clusters. As a result, our model
tightly integrates the structural and content features of the
network. We can use the correlation matrix ¥, combined
with the topics derived, to interpret each community with
more than one topical summary. Moreover, through the
function of the induced projection of this correlation ma-
trix, our model can also be more robust by incorporating
the network topology and link contents, especially when
communities and topical clusters do not match well.

Model Inference

We need to maximize the likelihood in (1) to best fit the
given data. Since maximizing (1) directly is difficult, we
instead maximize its log likelihood

L=log)  Pz|DPA|zQP(g| V. 2)P(s| .g)P(X[s.Y) (2)

We adopt an expectation-maximization (EM) algorithm
to maximize (2). By applying Jensen’s inequality to (2), we
obtain the expected log likelihood

L>L
> P(z|1)P(A|2Q)P(g| ¥,2)P(s | ©,2)P(X]s,Y)

=2, log=* )

—Zn zc (logr +10ga)(+)10ga) )+
i<j r:lquar zk=l i,k 10g(zt=1l//rtzb=1(pibybk)_logqij,r

where ¢(z) is a distribution over community assignments z
such that Z q9(z)=1, g;, = Z q(z)&z - 1s the marginal
probability within q(z) that link <i,j> belongs to the 7" link
community, and d, is the Kronecker delta.

The maximum of L with respect to all of the possible
choices of distribution ¢(z) will be obtained when L=L,
which, following Jensen’s inequality, is when
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B Zg’SP(z| 1) P(A|2,Q)P(g| ¥,2)P(s| ©,g)P(X]s,Y) )
a(z)= Y, o Pl P 2. O)P(e| W,2)P(s] 0,2 P(X]5,Y)

Thus, the maximization of likelihood L with respect to T,
Q, ¥ and @ is equivalent to maximization of its lower
bound L with respect to both ¢(z) (making L =L) and the
parameters. The EM algorithm for this double maximiza-
tion is to repeatedly maximize with respect to first g(z)
(i.e., the E-step) and then 1, Q, ¥ and @ (i.e., the M-step),
proved to monotonically converge to local maxima.

For the E-step, we need to make L =L. From (3) we can
get the optimal ¢;;,’s by using

qij,r :Zq(z)§z r P(Zy ZV‘A,X,T,Q,‘P,Q)’Y)
z
N X,
(Trw”a)”j )a” Hrkn:l(Ztczlzézll//rt(”tbybk) e 5)
ajj Xij,
Zi:l(rrwan ’ Hkmzl(Z:qzzzll//rt(ptbybk) "

However, the M-step is nontrivial because the expected
log-likelihood L has two latent quantities, i.e., g and s.

M-Step with a Dual Nested EM Process

Now we need to maximize L in (3) over the parameters but
a fixed gj,~ Maximization of t and Q is straightforward.
Differentiating with respect to 7, subject to the normaliza-
tion condition )" ©_ 7, =1, gives

n
T, = Zi,jzl ;a5 2e (6)
Subsequently computing the derivative, setting the result

to zero and satisfying Z y =1 for r =1...c, the max-
imum with respect to w,; i obtamed for

Dy = Zizl Gij.r ! Zi,_/‘:l ij,r9ij (7)

Maximization with respect to ¥ and @ is tricky. Only the

second term in (3) depends on V¥ and ®. But direct differ-

entiation of this term yields an equation difficult to solve.
We then apply Jensen’s inequality to (3) again to have

z qu/ r th/ k log[z‘//rtzwtbybk]
/

i,j=lr=l1 nk 1c t=1 (8)
> >, Z Xj k Z Pri log [Wrt D PV Pk ]
i,j=lr=1 k=1 t=1 b=l
where pﬁk may follow any distribution, with

> :: Py = 1. Here we ignore the terms in L which can
be regarded as constants with respect to ¥ and ©.

The exact equality, and hence the maximum of the right-
hand side, is achieved when

P = WrtZiy:l P! Dy V/rzZﬁ,zl Py ©)
Thus, by the same argument as before, we can maximize
the left-hand side of (8) by iteratively maximizing the
right-hand side with respect to pﬁk using (9) and with
respect to W and @ by differentiation. Differentiation of
(8), subject to Zf:1 w, =1, for r = 1...c and setting it to
zero, the maximum with respect to ¥ is reached when



m n n
Wy = ZkZl p”kZi,j:I qij,rxij,k /Zi,jZI qzj,rKy (10)

m

where K =5 xy -

However, when differentiating with respect to @, we still
have latent quantities, i.e., sentences s. Again, we use a
nested EM process, and apply Jensen’s inequality to (8):

n c m c /
DD i D ik D Pk log(z ¢’th’ka 2

ij=lr=l ksl o=l b=l (11)
b b
2 X i D Xk 2 Prie 2 ik 10g(¢zb)’bk I )
i,j=lr=l k=1 t=1 b=1
where h,k can be any distribution, subject to Z htl}{ =1.

Here we ignore the terms in right-hand of (8) Wthh can be
regarded as constants with respect to ©.

The exact equality, and hence the maximum of the right-
hand side, is achieved when

b I
P = PuVoi | Dy PibVok (12)

As before, we can maximize the left-hand side of (11) by
repeatedly maximizing the right-hand side with respect to
hy using (12) and with respect to @ by differentiation.

Slmllarly, differentiating with respect to ¢,,, subject to

Zb (o =1 fort=1...c, gives

Z‘4k lh Z lprkZ,J 19ij.7%ij k

Py = (13)

D ket Dt P Zi,j:l Dij.rij k

Then, the optimal ¥ and @ can be calculated by iterating
(9) to (13) from a random initial seed until convergence.

The Dual Nested EM Algorithm

We now summarize the dual nested EM algorithm pro-
posed above in Algorithm 1. When we have the optimal
qi,”’s, ¥ and @, we can use g;;,’s, where g;;,- is the posterior
probability that link <i,j> belongs to the #" community, to
find the communities of links. We can then use ®, where ¢,
is the distribution of sentences specific to topic ¢, to derive
a summary of topic for each topical cluster. We can further
use the correlation matrix ¥, where v, is the distribution of
the topical clusters specific to the 7" community, to find the
dominant topical summary for each community.

We now turn to the complexity of the algorithm by tak-
ing into account of the sparsity of the data matrices A, X
and Y. First, the time to update ¢;;,’s, T and Q once via (5),
(6) and (7) is cetflc?, 2ec and 2ec respectively, on net-
works of e links, ¢ communities as well as ¢ topical clus-
ters, where f = Z is the number of terms and
Kj = z syt Kir ke the number of terms of link <i,j>. Then,
the time to compute p, + s and ¥ once via (9) and (10) is
Imc* and 2fc?, respectively. The time to compute /; s and
® once via (12) and (13) is cml/ and 2fIc?; the time to com-
pute the likelihood function once is 2fIc>. The overall time
complexity of the algorithm is O(ce+flc?), which is nearly
linear on large sparse networks with link contents.
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Alg. 1: Dual nested EM algorithm
Input: A, X and Y; Output: ¢;,’s, ¥ and O
1. Make an initial guess (for instance at random) for
the values of 7, Q, ¥ and ®
For #;, = 1: T; //main EM
Update marginal probabilities g;;,’s using (5)
Update t and Q using (6) and (7)
For ©,=1: T //nested EM
Update pﬁk ’s and YW using (9) and (10)
For s =1: T3 //dual nested EM
Update 45, s and @ using (12) and (13)

PN

Experiments

We evaluated our algorithm in comparison with eight state-
of-the-art community detection methods on two types of
real datasets and on a case study.

Datasets

The following two datasets were used in our experiments.
Enron Email Dataset (Qi, Aggarwal, and Huang 2012):

This dataset is about a legal investigation of the Enron
corporation financial scandal in 2000. It contains a large
number of emails among employees. The dataset totally
has 200,399 messages from 158 senior managers of Enron.
Each manager may have more than one email account. We
use this dataset to construct a network of email accounts
(nodes in the network) linked by their email messages
(edges). This means that the links are associated with the
content of email messages. A useful characteristic of this
dataset is that its subsets have been annotated by students
at UC Berkeley, focusing on business-related emails and
California Energy Crises. This was very useful for evalua-
tion purposes. We selected a subset of 1,557 emails with
thematic features labeled by 11 categories (i.e., regulations,
internal projects, company image, political influence, Cali-
fornia energy crisis, internal company policy and opera-
tions, alliances and partnership, legal advice, talking
points, meetings, trip reports) as did in (Zhao et al. 2012).
If there is an email between two accounts, a link labeled by
the category of this email is introduced. (Multiple emails
between two accounts are taken as multi-links, also sup-
ported by our model.) After removing common stop words
and stemming, the dataset contains 974 nodes, 1,557 links,
31,563 sentences, as well as 15,382 words.

The Reddit Datasets (Wang, Lai, and Philip 2014):

We used three Reddit datasets corresponding to three
days respectively, from August 25 to August 27 in 2012.
Each Reddit dataset contains the threads of 3 sub-forums
(i.e., Movies, Politics and Science) in www.reddit.com.
Each user can submit a post and the other users may com-
ment on the post by replying to the post. If one user v; re-
ports a post, and another user v; comments on this post,



there will be a link between v; and v;. Link <i,j> is then
labeled by the post’s category z which can be also regarded
as the category of this post-comment pair. After prepro-
cessing by removing common stop words and stemming,
the dataset of August 25 contains 1,314 users, 1,339 links,
3,273 sentences and 4,616 words; that of August 26 con-
tains 1,590 users, 1,714 links, 3,952 sentences and 5,055
words; and that of August 27 contains 2,143 users, 2,290
links, 5,794 sentences as well as 6,635 words.

Performance Metrics

As mentioned earlier, the datasets we used are associated
with class labels in addition to link contents. These class
labels are associated with links. To compare the effective-
ness of our method with baselines equitably (see next sub-
section), we need to convert class labels on links into class
labels on nodes by assuming that the two nodes of a link
belong to the same community as did in (Wang, Lai, and
Philip 2014). The converted class labels are overlapped. So
we need metrics for overlapping communities of nodes.

Two metrics were used in experiments, the F-score and
Jaccard similarity (Yang, McAuley, and Leskovec 2013),
i.e., we evaluated the detected communities C with ground-
truth communities C* by ﬁZc{ec*maxcjec(S(Ci*'Cj) +
ﬁz‘.cjec maxcrec+6(C;, C;), where §(C7, G;) is a similari-
ty measure (F-score or Jaccard) between C;" and C;.

Community Detection Results

We compared our method with eight state-of-the-art meth-
ods. We included two topology-based methods, 1) LMBP
(He et al. 2015) and 2) BigCLAM (Yang and Leskovec
2013). LMBP is similar to the network topology part of our
method, which is to detect link communities without in-
formation of link contents. BigCLAM uses topology struc-
tures to partition nodes into overlapping communities. We
also selected two content-based approaches: 3) SMR (Hu
et al 2014) and 4) GibbsLDA (Phan and Nguyen 2007),
which clusters texts on links to form link communities.
Finally, we considered four approaches: 5) Circles
(McAuley and Leskovec 2012), 6) CESNA (Yang,
McAuley, and Leskovec 2013), 7) SCI (Wang et al. 2016)
and 8) NEMBP (He et al. 2017) that use both network to-
pology and node contents. Circles and CESNA are algo-
rithms for detecting overlapping community while SCI and
NEMBP are for non-overlapping ones. To compare with
these four methods, we need an equivalent way for model-
ing the content at the nodes as opposed to the links for the
same scenario. For Enron dataset, the content at a node is
the concatenation of all emails sent by the participant cor-
responding to the node. For Reddit datasets, the content at
a node is the union of comments posted by the user.

The programs of all methods compared were obtained
from their authors, and we used their default parameters.
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For our method, we set the numbers of iterations to 7} =
40, 7, = 10 and 73 = 3, making the method converge to
stable results. Besides, because all of these algorithms con-
verge to local minima, we ran each algorithm 20 times and
report the result with the highest likelihood. The number of
communities for each of the networks considered, which is
required by all methods compared as an input parameter,
was set to the ground-truth of the number of communities.

In order to compare all the methods in the same frame-
work, we transform the results of LMBP, SMR, GibbsLDA
as well as our method into communities of nodes by con-
sidering that an induced community for a set of links is the
set of vertices corresponding to the end points of all edges
in the community. So the results of all methods compared
are communities of nodes and then the transformed class
labels on nodes are introduced to evaluate the effectiveness
of all of the methods using F-score and Jaccard index.

Our method outperforms all of the methods compared in
terms of the two performance metrics F-score and Jaccard
(Table 2). The results can be summarized as follows.

Table 2: Comparison of methods in F-score and Jaccard. R8.25
denotes Reddit of August 25, 2012. Bold denotes best result.

Metrics Datasets Datasets

(%) LMBP BigCLAM SMR LDA Circles CESNA SCI NEMBP Ours
Enron [43.69 18.90 44.1436.88 4522 30.15 37.65 36.59 50.29

F-score R8.25 |52.60 2036 42423554 50.23 34.88 46.93 51.84 54.19
R8.26 |48.66 2429 47.4040.20 51.08 33.96 49.16 45.41 53.47
R8.27 |51.94 17.81 43.0345.23 52.55 27.81 4948 50.78 55.48
Enron [30.21  10.92 31.0623.24 32.11 20.21 25.96 25.66 37.89

Jaccard R8.25 |37.62 12.63 30.2122.49 36.09 2593 33.65 37.08 40.74
R8.26 [32.52 1633 35.9926.50 37.28 21.53 34.64 31.57 42.02
R8.27 [3544 10.58 29.9630.28 38.20 17.15 34.87 37.30 40.48

(1) Our algorithm outperforms both the topology-based
and the content-based methods. In particular, our algorithm
is better than LMBP, which is similar to the part of fitting
network topology of our method. It means that link con-
tents often contain useful information to find communities.

(2) The algorithms that combine link contents and topol-
ogy information perform better than that combine node
contents and topologies. Besides, the methods that utilize
node contents and topologies may sometimes be worse
than the topology-based or the content-based algorithms, as
the results on Reddit of August 25, 2012 show (Table 2).
This may be because in networks of social media, contents
are more naturally associated with links than nodes. But
the algorithms that combine node contents and topologies,
e.g., Circles and SCI, concatenate the link contents togeth-
er to create node contents. This conversion often reduces
their effectiveness, due to loss of information when mixing
contents from diverse links. As a result, this may lower the
discriminative power of methods to different communities.

(3) The superior performance of our method may also be
due to another factor. It is often believed that users tend to
communicate frequently over certain topical interests and



then form a community, and our model better depicted this
phenomenon in three ways. 1) We considered the interac-
tive information in networks as the content on links and
search for link communities; 2) we did not assume that the
topologies and contents share the same group member-
ships, making it flexible and robust; and 3) we used text
sentences directly in base language model which may in-
troduce rich information to enhance the results.

A Case Study

We carried out a case study to further evaluate the effec-
tiveness of our method in discovering structurally and topi-
cally meaningful communities with more than one topical
summary. We used the Reddit dataset of August 27, 2012
as an example and SCI as the baseline algorithm to contrast
ours, since no other method has been developed to use
summary topics for community interpretation. The true
communities of every comment in Reddit are labeled by
one of the 3 sub-forums, i.e., Movies, Politics and Science.

We used the default parameters of SCI and set the num-
ber of community to the number of 3 true communities.
After one run of SCI, it found three communities, each of
which had one topic represented by top-ranked words. We
show in Figure 3 one example of semantic words for one
community from SCI. For this community, we select top
ten words. The community vaguely shows that this covers
a group of “Politics” and a group of “Bank”. Note that
while words “scandal” and “libor” are all related to bank,
they are also a part of “Politics” topic.

financial Figure 3: Word clouds for a
N community discovered by the
f?g%ﬁ:}ragrégtcom libor baseline SCI. Top ten words of

this sampled community are
shown here. More relevant a
word, larger it is in the figure.

| |
banker pun|Sh
Kony

However, the above result has two problems. First, the
three communities in the Reddit network are in fact tightly
connected. For instance, there exist many links connecting
the “Movies” and “Politics” communities via threads dis-
cussing political movies. The single community topic in
Figure 3 also has words “Kony” and “Holmes” that are
related to “Movies”. It means that the topic learned by SCI
is a mixture of topics “Politics” and “Movies”. Therefore,
each community in this network may contain more than
one topic that the users discussed, which cannot be discov-
ered by SCI. As a result, mixing multiple topics into one is
not an ideal way to interpret a community, especially when
it has more than one topic. More importantly, after obtain-
ing a list of top-ranked words, SCI may still require a man-
ual summarization of the words to derive a more accurate
description of a topic, because it is nontrivial to appreciate
this topic without knowing how these words are related.
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Remarkably, our new method found one community
with two dominant topics and 2 communities with one
dominant topic each. Here we only show the community
with two topics as an example (which roughly corresponds
to the community found by SCI shown in Figure 3). As
shown in Table 3, the “Politics” members discuss topics
on, e.g., options of gays, OSHA fine, and AAP policy state-
ment, and the “Movies” members discuss various movie
related subjects, e.g., the scenes in Die Welle, Elf, and Torn
Curtain; the result even give a link to knife fight scene on
YouTube. Obviously, the results from our method are easi-
er to understand than those from SCI. This clearly showed
that it is indeed beneficial to use more than one topic with
summary description to characterize a community.

Table 3: An example of a community discovered by our method
with two topics which are represented by some top ranked
sentences, as summaries.

Topic name The top sentences of each topic

Mere hoping that all straight folks everywhere one day realize that antigay ravers
come in just two flavors...and assholes who are attempting to compensate for
and/or draw attention away from their own moral shortcomings.

An OSHA fine of only $2000 most likely means the company did all they could to
reasonably protect the worker, but the worker...

I'll start with another quote from the AAP policy statement: Systematic evaluation
of English-language peer-reviewed literature from 1995 through 2010 indicates ...
In the UK people are being arrested for insulting people over Twitter, rioters are
thrown in jail for 10 years for stealing shoes.

One of my other favorite examples was how, after BP had exploded a deluge of oil
all over the Gulf of Mexico, they somehow managed to lean on a variety of local
gov't agencies to block off sections of the beach to prevent even just reporting of
the disaster.

Die Welle - A film about "a high school teacher's unusual experiment to demon-
strate to his students what life is like under a dictatorship".

Until moviegoers stop handing over hard earned money for broad, unoriginal
movies and we see more studio push backs and delays which result in major
financial losses.

As to my own thoughts on the current state of the industry major American films
have been steadily declining in quality and content since 1975.

Elf- yes, there are moments where he seems to be the stereotypical Will... that it
(for the most part) is just about the voice, so the performance is all in that.

In all seriousness, though, Torn Curtain's killing of Gromek was insanely brutal for
its time, and is still pretty nasty - though the woman dashing about for blunt
objects is a little bit Looney Toons.

Here's a link to the end knife fight scene:
https://www.youtube.com/watch?v=1izw6ZsPSp0 EDIT: That clip is dubbed and
sounds real shitty, but the point is there haha

Politics

Movies

In addition, using the matrix multiplication of ® and Y,
our method can also derive the multinomial distribution of
each topic over words, and then return the top-ranked
words as topic words. The word-clouds of the two topics of
this community which correspond to that in Table 3 are
shown in Figure 4. We may roughly understand this com-
munity with a quick read of the figure than reading topical
summaries. Then, a better way of our method may be to
consider interpreting topics in a hierarchical way. For each
topic, we first offer only the topic words, which may let
users quickly grasp the overall meaning of this topic. If
users are still unclear about the topic with individual
words, they may move onto topical summaries for better
understanding. Besides, the two topics in this community,
which are “Politics” and “Movies”, are more pure and
comprehensible than the only one topic derived by SCI.
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Figure 4: Word clouds for a community with two topics inferred
by our method, which can be taken as an auxiliary of summaries.

Conclusion and Discussions

We proposed a new probabilistic model for link community
detection that explores link contents, and developed a dual
nested EM algorithm for learning the model. The new algo-
rithm was developed particularly to address the four criti-
cal problems in the current research on community detec-
tion, i.e., 1) text contents in social networks are often asso-
ciated with links rather than with nodes, and hence may
form multiple communities of links; 2) network topologies
and link contents may not share the same information of
community memberships, so that a community may have
more than one topic; 3) when contents do not match well
with network communities, the results of detected commu-
nities deteriorate even with this additional node contents;
and 4) it is desirable to have more contextual summaries to
better understand the topics of a community. For these is-
sues, our novel method was designed to discover link
communities, extract summaries for topic labeling, and
explore the intrinsic correlation of communities and topics,
all at the same time. By exploiting this correlation, our
model can not only combine network topologies and con-
tents to accurately identify link communities, but also in-
terpret each community using more than one topical sum-
mary if necessary, providing richer explanations. We eval-
uated the new method on two types of real networks, where
it outperformed eight state-of-the-art existing methods.

In this paper we focused mainly on how to design the
model more accurately, while one can get the number of
communities ¢ via model selection when c is unknown. We
considered cases where the number of communities ¢ and
topics k are the same because the datasets we used set those
two to be equal. Our method is also suitable when ¢ # k.
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