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Abstract

As an interesting and emerging topic, zero-shot recognition
(ZSR) makes it possible to train a recognition model by spec-
ifying the category’s attributes when there are no labeled ex-
emplars available. The fundamental idea for ZSR is to trans-
fer knowledge from the abundant labeled data in different but
related source classes via the class attributes. Conventional
ZSR approaches adopt a two-step strategy in test stage, where
the samples are projected into the attribute space in the first
step, and then the recognition is carried out based on consid-
ering the relationship between samples and classes in the at-
tribute space. Due to this intermediate transformation, infor-
mation loss is unavoidable, thus degrading the performance
of the overall system. Rather than following this two-step
strategy, in this paper, we propose a novel one-step approach
that is able to perform ZSR in the original feature space by
using directly trained classifiers. To tackle the problem that
no labeled samples of target classes are available, we propose
to assign pseudo labels to samples based on the reliability
and diversity, which in turn will be used to train the classi-
fiers. Moreover, we adopt a robust SVM that accounts for the
unreliability of pseudo labels. Extensive experiments on four
datasets demonstrate consistent performance gains of our ap-
proach over the state-of-the-art two-step ZSR approaches.

Introduction

In the recent years, we have witnessed the emerging of zero-
shot recognition (ZSR) in computer vision and related com-
munities. Basically, the objective of ZSR is to build classi-
fication models for target classes with no labeled samples
(Lampert, Nickisch, and Harmeling 2014). To construct su-
pervised models without supervision information for target
classes, existing approaches make use of knowledge from
related but different source classes which are well labeled,
and transfer the knowledge to target classes via the classes’
attributes (Farhadi et al. 2009; Socher et al. 2013). Generally,
a two-step strategy in the test stage is adopted. Firstly, based
on the supervision information in source classes, a projec-
tion function that projects the original features into the at-
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Figure 1: Frameworks of the previous two-step strategy and
the proposed one-step approach. Ours does not require the
intermediate space in the test stage while the previous do.

tribute space is learned, such as linear projection (Akata et
al. 2013) and n-way classifier (Norouzi et al. 2013). Sec-
ondly, after projecting a test sample from the target classes
into the attribute space, the classification is performed by
considering the relationship between the test sample and all
target classes in the attribute space. Typically, the relation-
ship can be measured by Euclidean distance (Socher et al.
2013), inner-product similarity (Guo et al. 2016), and man-
ifold distance (Fu et al. 2015). The basic framework of the
two-step strategy is illustrated in Figure 1 on the left side.

In this paper, we propose a novel approach that adopts
one-step strategy in the test stage where classifiers trained
in the original feature space are used to enable a sample-to-
class prediction, which is briefly illustrated, as opposed to
the two-step approach, in Figure 1 on the right side. As our
approach does not need an intermediary space during the
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Figure 2: Some selected sample images from truck and cat.
We use them with pseudo labels to train a car-dog classifier.

classification (test) procedure, it can benefit from much less
information loss, thus achieving better performance. How-
ever, it has to confront the problem that no labeled data is
available for the target classes. To address this issue, we
propose to use pseudo labels in the training phase. For in-
stance, we need to train a car-dog classifier but we only have
labeled samples from truck and cat. Intuitively, we can se-
lect some samples from truck class alike to car (measured
in the attribute space) and treat them as the labeled samples
for car. Similarly, we can select some samples from cat as
the labeled samples for dog. Having used the pseudo labels,
a classifier can be trained as usual. It is believed that such
a scheme is very logical because human being often uses
one category to deduce another one as long as they share the
same characteristics. In Figure 2, we illustrate 20 selected
images (500 in total) from truck and cat respectively. We as-
sign pseudo labels to them, and on top of it, we train a linear
car-dog SVM classifier. We found out that the classifier is
able to achieve 92.80% recognition accuracy in the test set.

Implementing the above idea in a ZSR system is not that
simple, because we have to solve two problems. Firstly, we
need to select proper samples for pseudo labeling. Here, we
take two aspects into consideration for the sample selection
procedure, which are reliability and diversity. The former
reflects how a sample is similar to the target classes while
the latter one shows how the selected samples cover the dif-
ferent characteristics of target classes. In our approach, we
formulate them as a joint quadratic problem. Secondly, we
have to deal with the label noise which arises from the fact
that the pseudo labels are not the true labels. To alleviate the
influence of the label noise, we propose to use a robust SVM
classifier. The main contributions of this paper are as below:

• We propose a novel one-step approach for ZSR. Classi-
fiers for target classes are directly trained in the original
feature space by using the pseudo labels. Such classifiers
allow to directly predict the class labels from test samples
without utilizing the attribute space as the intermediary so
that less information is leaked in the whole procedure.

• To select good samples for pseudo labeling, we propose
a quadratic formulation taking into account the reliability
and the diversity of the selected samples simultaneously.

• To cope with the label noise existed in the pseudo labels,
we make use of a robust SVM as the classifier which can
be derived from the standard SVM and efficiently trained.

Table 1: Notations and descriptions.

Notation Description Notation Description
xs,xt features ns, nt #samples
ys,yt label vector d #dimension
as,at class attribute q #attributes
α weights ks, kt #classes
r ranking score σ, β, μ, C parameters

Related Work

Now we introduce the key principles for ZSR and ZSR varia-
tions. For ease of explanation, we firstly define the notations.

Notations

We have a set of source classes Cs = {cs1, ..., csks
} and ns

labeled source samples Ds = {(xs
1,y

s
1), ..., (x

s
ns
,ys

ns
)},

where xs
i ∈ R

d is the feature vector and ys
i ∈ {0, 1}ks is

the corresponding label vector which has yij = 1 if the sam-
ple i belongs to class csj or 0 otherwise. We are given some
target samples Dt = {xt

1, ...,x
t
nt
} from kt target classes

Ct = {ct1, ..., ctkt
} satisfying Cs ∩ Ct = ∅. The goal of ZSR

is to build classification models which can predict the la-
bel c(xt

i) given xt
i with no labeled training data for target

classes. For each class ci ∈ Cs ∪ Ct, we assign a class at-
tribute representation ai ∈ R

q to it. We summarize some
notations in this paper and the corresponding descriptions in
Table 1.

Basic Idea of ZSR

Generally, the classification in ZSR can be summarized as:

c(xt
i) = argmaxc∈Ctsim(ac,P(xt

i)), (1)

where sim(·, ·) denotes a similarity / distance measure, and
P represents a projection function which is learned as below,

P = argminP

ns∑
i=1

�(P(xs
i ),ac(xs

i )
), (2)

where �(·, ·) is a loss function. As the source samples are
fully labeled, c(xs

i ) is known for the above problem. And
since the attributes are shared among source and target
classes, the projection learned based on the source classes
also works in the target classes (Lampert, Nickisch, and
Harmeling 2014).

ZSR Variations

The main difference of various ZSR approaches lies in using
different projections or/and similarity measures. Lampert et
al. (2009) propose Direct Attribute Prediction which adopts
binary classifiers for P and Euclidean distance. Socher et
al. (2013) propose a Cross-modal Transfer which uses a
nonlinear projection for P and isometric Gaussian probabil-
ity. Akata et al. (2013) propose a Label Embedding which
adopts a linear projection and Euclidean distance. Fu et
al. (2015) propose to use a deep model DeViSE (Frome et al.
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2013) for projection and measure the similarity using the se-
mantic manifold distance obtained from absorbing Markov
chain process. Jayaraman and Grauman (2014) propose a
random forest approach and the prediction error statistics of
attributes are considered in the similarity measure. Kodirov
et al. (2015) propose to use sparse coding for projection
learning. Norouzi et al. (2013) and Fu et al. (2014) consider
ZSR under the transductive setting and propose to perform
label propagation on a graph to produce the final similarity.

Some recent works (Guo et al. 2016; Romera-Paredes
and Torr 2015) have attempted to construct classifiers in the
original space, which is similar to this paper. In their ap-
proaches, the parameters of the linear classifier for class c
is constructed as wc = acV

′ where ac is the class attribute
and V is the parameter to be learned. Their classification is
achieved by

c(xt
i) = argmaxcx

t
iw

′
c = argmaxcx

t
iVa′c. (3)

In fact, it is equivalent to Eq. (1) where V is the projection
and the similarity is measured by the inner-product similar-
ity. Hence, they also follow the two-step strategy. In addi-
tion, they focus on learning V instead of the hyperplanes of
classifiers, which can be regarded as indirect classifier learn-
ing. Thus, these approaches are intrinsically different from
ours.

The Proposed Approach

Sample Selection

The key idea of the proposed approach is to select samples
which are most similar to the target classes for a direct clas-
sifier learning. As there is no labeled data for target classes
and only class attributes are given, we measure the similarity
in the attribute space. To do so, it is required to project the
samples into the attribute space. Here, we need to highlight
the difference between existing ZSR approaches and ours
because we also use the projection to some extent. Existing
approaches adopt the projection as an important step for the
classification (test), whereas in our approach the attributes
are only utilized to select samples for classifier training and
we do not need them during the whole classification process.

To find the projection, we can follow the general frame-
work introduced in Eq. (2). Since it is not the focus of this
paper, we just utilize the linear projection learned as follows,

min
P

ns∑
i=1

‖xs
iP− ac(xs

i )
‖2F +

nt∑
j=1

‖xt
jP− ac̃(xt

j)
‖2F , (4)

where ‖ · ‖F denotes the Frobenius norm of matrix. Here,
c̃(xt

j) is the estimated label for an unlabeled sample from
target classes. We will discuss how to obtain it later. In
the above formulation, we also incorporate the informa-
tion from the target classes such that the learned projec-
tion can avoid the domain shift problem (Fu et al. 2014;
Kodirov et al. 2015). Denote X = [xs

1; ...;x
s
ns
;xt

1; ...;x
t
nt
]

and A = [ac(xs
1)
; ...;ac(xs

ns
); ac̃(xt

1)
; ...;ac̃(xt

nt
)], the closed-

form solution to the above problem can be written as below,

P = (X′X+ εId)
−1X′A, (5)

where Id is an identity matrix, ε is a small positive value to
avoid numeric problem, (·)−1 denotes the inverse of matrix
and (·)′ expresses the transpose. Now, following (Socher et
al. 2013), given the projection P, the similarity between a
sample xi and a target class ctj and attribute actj is defined as

si = N (xiP|actj , I), (6)

where N is the Gaussian distribution. For each sample in
the dataset, we can compute the similarity si between it and
target class ctj . Now we can select samples from the dataset
to assign pseudo label ctj to them based on the similarity.
Intuitively, to capture the characteristics of target class, it is
expected that the selected samples to be as similar to the
target class as possible. This criterion, termed as reliability,
can be implemented by the following optimization problem,

min
ri

∑n

i=1
−risi +R(r), s.t., r1′

n = 1, ri ≥ 0, (7)

where ri is the ranking score for sample i and R(r) is the
regularization term. Then we rank all the samples by their
ranking scores and the top-ranked samples are selected to as-
sign pseudo label ctj . Here, we use the notation n indiscrim-
inately. In fact, we have n = ns if the selection is performed
only with source samples, n = nt if only with unlabeled tar-
get samples, or n = ns + nt if with both source and target
samples. In this paper, we adopt a disjoint selection strategy,
i.e., we treat source samples and unlabeled target samples
independently. First, we select ms samples by solving Eq.
(7) on Ds. Then, another mt samples are selected from Dt.

In fact, without a proper regularization, Eq. (7) will sim-
ply assign large scores to samples with large si. However,
this result may be very redundant because similar samples
may have similar scores. For example, if xi has a large si
based on Eq. (6), another sample xj which is highly similar
to xi, also has a large sj because xiP and xjP are close in
the attribute space. For this case, both of them are selected. If
so, the selected samples are not diverse enough for training
an effective classifier (Bishop and others 2006). To tackle
this issue, we propose to use the diversity as a regularization
term for Eq. (7). Specifically, we first define a heat kernel
matrix (Lu, Yuan, and Yan 2014) to measure the similarity
between samples as Kij = exp(−‖xi−xj‖2/σ2) where σ is
set to the mean Euclidean distance between feature vectors
in the candidate set. Note that our direct classifier learning
is performed in the original feature space, we expect the se-
lected samples to be diverse in the original space, and thus
the kernel matrix is defined in the original space. Then we
can utilize the regularization term R(r) = 1

2

∑
i,j Kijrirj .

Obviously, if xi and xj are similar (Kij is large), assign-
ing large scores ri and rj simultaneously will lead to a large
value for R(r). Hence, selecting diverse samples is equiva-
lent to minimizing this term. With the diversity regulariza-
tion, the overall objective function can be described as fol-
lows

min
r

β

2
rKr′ − rs′, s.t. r1′

n = 1, ri ≥ 0, (8)

where β is a trade-off parameter to balance reliability and
diversity. It is a standard constrained quadratic programming
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Algorithm 1 Optimization algorithm for Eq. (8)
Input: Sample-class similarity vector s;

Sample-sample similarity matrix K;
Output: Ranking score ri for each sample;

1: Initialize: τ > 1, μ > 0, ri = si/
∑n

j=1 si, u = r,
η1 = 0n, and η2 = 0;

2: repeat
3: Update A = βK+ μIn + μ1′1;
4: Update b = s+ μ1n + μu− η1 − η21n;
5: Update r by solving linear system rA = b;
6: Update u by Eq. (13);
7: Update η1, η2 and μ by Eq. (14);
8: until Convergence;
9: Return ri;

(QP) problem. We can use well-established tools to solve it,
such as the quadprog function in Matlab. However, the
time complexity is O(n3) for a typical QP solver, which is a
bit too expensive. Instead, based on the augmented Lagrange
multiplier (ALM) framework (Bertsekas 1999), we adopt a
more efficient algorithm for this problem in this paper.

We first rewrite Eq. (8) into the standard ALM framework,

min
r

β

2
rKr′−rs′, s.t.r1′

n−1 = 0, r− u = 0, ui ≥ 0, (9)

where 1n is a vector with n 1s and u is an auxiliary vector.
The augmented Lagrange function for Eq. (9) is as follows,

L(r,u, μ, η1, η2) = β

2
rKr′ − rs′ +

μ

2
‖r1′

n − 1‖2

+
μ

2
‖r− u‖2 + (r− u)η′

1 + (r1′
n − 1)η2, s.t.ui ≥ 0

(10)

where μ is a scalar, η1 and η2 are the Lagrange coefficients.
To find the solution to Eq. (8), we just need to update the
variables in L iteratively until convergence. The final r is
the global optimum. Please refer to (Bertsekas 1999) for the
proof. Specifically, the updating rules for them are as below.

Update r. Obviously, we have the following equivalence.

min
r

L ⇔ min
1

2
rAr′ − rb′, (11)

where A = βK + μIn + μ1′1 and b = s + μ1n + μu −
η1−η21n. The solution to the above unconstrained problem
is given by solving a linear system rA = b. Apparently, A
is a positive defined matrix and thus the linear system has a
unique solution. We use the algorithm proposed by Spielman
and Teng (2004) which gives a nearly linear complexity.

Update u. The Lagrange function L w.r.t. u is reduced to

min
ui≥0

L ⇔ min
ui≥0

μ

2
‖r− u‖2 + (r− u)η′1, (12)

and the solution to the nonnegativity-constrained problem is

ui = max(0, ri + η1i/μ). (13)

Update η1, η2 and μ. Following the pipeline of ALM
framework, η1, η2 and μ are updated respectively as follows,

η1 ← η1+μ(r− u), η2 ← η2+μ(r1′
n−1), μ ← τμ, (14)

where τ > 1 is a parameter. The optimization algorithm is
shown in Algorithm 1. After applying the above steps, we
select some samples from both labeled source samples and
unlabeled target samples and assign target class ctj for them.
We can perform the selection and assignment for each target
class. Finally, we obtain a set of samples assigned by pseudo
labels for all target classes and train classifiers with them.

Robust SVM

Based on the selected samples and pseudo labels, classifiers
can be directly trained in the original feature space, and thus
the classification can be achieved in one step from sample to
class without using the attribute space as the intermediary. In
this paper, we choose the SVM classifier (Cortes and Vapnik
1995) due to its superior performance. However, we need
to notice the label noise caused by the fact that the pseudo
labels are not the true labels. To achieve better performance,
we modify the standard SVM in our scenario. Specifically,
suppose we have totally m selected samples {x1, ...,xm}
and each sample has a pseudo label from Ct. To handle the
multi-class scenario, we train kt one-vs-all classifiers where
each classifier fc treats class c as positive and the others as
negative. With kt classifiers, the final decision is given by

c(x) = argmaxc∈Ctfc(x). (15)

To train the classifier fc(c ∈ Ct), we construct the pseudo
label vector lc ∈ {−1, 1}m where lci = 1 if the sample xi is
assigned by the pseudo label c , or lci = −1 otherwise. We
consider the following dual formulation of SVM learning,

min
αc

1

2

m∑
i,j=1

αc
iα

c
j l

c
i l

c
jK(xi,xj)−

m∑
i=1

αc
i

s.t. 0 ≤ αc
i ≤ C,

m∑
i=1

αc
i l

c
i = 0,

(16)

where K(·, ·) is the kernel matrix. Given a test sample and
the learned weights αc, we have fc(x) =

∑
i α

c
i l

c
iK(xi,x).

In the linear case where K(xi,x) = xix
′, we can set wc =∑

i α
c
i l

c
ixi and then we have fc(x) = xw′

c. To address the
unreliability of the pseudo labels, i.e., label noise, we need to
modify the learning objective. In this paper, the label noise
is modeled as the label flip (Xiao, Xiao, and Eckert 2012)
where each label lci has an i.i.d. probability to be the flipped
version of the true label l̃ci = lci (1−2εi) where εi is a binary
variable with p(εi = 1) = μ (flipped) and p(εi = 0) = 1−μ
(not flipped). We have the expectation E[ε] = μ and the
variance σ2 = μ(1−μ). To take the flip into account, we can
replace lci with lci (1−2εi). Denote Mij = K(xi,xj)l

c
i l

c
j(1−

2εi)(1−2εj), the expected value of Mij w.r.t. εi is as below,

Eε[Mij ] =

{
K(xi,xj)l

c
i l

c
j(1− 4σ2), if i �= j

K(xi,xj)l
c
i l

c
j , if i = j.

(17)

Denote M̃ij = Eε[Mij ]. We can rewrite Eq. (16) as follows,

min
αc

1

2
αcM̃αc′−αc1′

m, s.t., 0 ≤ αc
i ≤ C,αclc

′
= 0. (18)
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Table 2: The results on four benchmark datasets. The symbol ‡ indicates that the approach is in the transductive setting.

Approach CIFAR10 Animal with Attributes aPascal-aYahoo SUN
Socher et al. 2013 72.8

Lampert, Nickisch, and Harmeling 2014 40.5 19.1 52.50
Fu et al. 2015 66.0

Romera-Paredes and Torr 2015 75.32± 2.28 24.22± 2.89 82.10± 0.32
Zhang and Saligrama 2015 88.30 76.33± 0.83 46.23± 0.53 82.50± 1.32

Al-Halah, Tapaswi, and Stiefelhagen 2016 37.0
Changpinyo et al. 2016 72.9

Fu et al. 2014‡ 77.8
Li, Guo, and Schuurmans 2015‡ 40.05± 2.25 24.71± 3.19

Kodirov et al. 2015‡ 75.6 26.5
Guo et al. 2016‡ 86.30± 0.77 78.47± 1.06 39.03± 0.77 82.00± 0.57

Ours-Inductive 89.52± 0.29 79.07± 0.58 43.59± 0.42 83.04± 0.19
Ours-Transductive‡ 90.79± 0.34 81.90± 0.77 50.84± 0.81 84.42± 0.17

This formulation is intrinsically identical to the standard
SVM dual formulation with a matrix M̃, which can be ef-
ficiently solved by the existing tools, like LIBSVM (Chang
and Lin 2011). In fact, we can observe that the label noise
only influences the similarity between training samples in
the dual formulation, i.e., i �= j. Hence, Eq. (17) actually
aims to decrease the similarity between samples to alleviate
the influence of the label noise. In the robust SVM, we need
to choose a parameter μ to construct M̃. In fact, the large μ
the more robust of SVM to noise is. But a larger μ may give
rise to more information loss because it ignores the similar-
ity between samples. On the other hand, if μ is too small, the
noise may affect SVM classification significantly. The effect
of μ on our approach will be shown in the coming section.

Initialization and Iterative Refinement

In the transductive setting where the unlabeled target sam-
ples are available, to solve Eq. (4), the estimated labels
c̃(xj) should be given. However, there is no model to es-
timate them at first. In this paper, we propose to use an itera-
tive refinement procedure to address the initialization prob-
lem. Specifically, at the first iteration, we ignore the sec-
ond part in Eq. (4) and learn the projection only with the
labeled source samples. Then we perform the sample selec-
tion, pseudo label assignment, and robust SVM training se-
quentially. Having obtained the classifiers for target classes,
the estimated labels can be generated. Next, we can solve
Eq. (4) based on the target samples and estimated labels and
afterwards it can result in a better projection. With a better
projection, the whole procedure is re-executed and we nor-
mally expect to generate more effective classifiers for target
classes which refine the estimated labels. Therefore, we pro-
pose to iteratively refine the estimated labels and models un-
til convergence. In the coming experiment, we will demon-
strate that the iterative refinement can always lead to better
results. On the other hand, in the inductive setting where no
target sample is available. We just need to ignore the second
part in Eq. (4) and run the procedure by only one iteration.

Experiment

Settings

We conduct experiments on four datasets. The first one is
CIFAR10 (Krizhevsky 2009) which has 10 object classes.
There are 6, 000 images in each class. Following (Socher
et al. 2013), in each split, we select 2 classes as the tar-
get classes and the other 8 as the source classes, and thus
we have C2

10 = 45 different splits. The second database
is Animal with Attributes (AwA) (Lampert, Nickisch, and
Harmeling 2014) dataset which consists of 50 animal classes
and 30, 475 images. Following the split suggested in (Lam-
pert, Nickisch, and Harmeling 2014), 40 classes with 24, 295
images are adopted as the source classes and 10 classes
with 6, 180 images are adopted as the target classes. The
third one is aPascal-aYahoo (aPY) dataset (Farhadi et al.
2009), in which aPascal has 20 objects designed for PAS-
CAL VOC2008 challenge, such as “people” and “dog”. It
contains in total 12, 695 images. aYahoo dataset was col-
lected from Yahoo image search. It has 12 classes which are
similar but different from the ones in aPascal, such as “cen-
taur” and “wolf”. It contains 2, 644 images. We regard aPas-
cal as the source classes and aYahoo as the target classes.
The last one is SUN scene recognition dataset (Patterson and
Hays 2012). It has 717 scenes and each scene has 20 images.
We use 707 classes as the source and 10 as the target follow-
ing the setting from (Jayaraman and Grauman 2014). For CI-
FAR10, the class attributes are the 50-dimensional word rep-
resentation learned by (Huang et al. 2012). For AwA, aPY,
and SUN, we use the attributes provided by the dataset. For
each image, we utilize the 4096-dimensional features from
fc7 layer of the pre-trained AlexNet (Krizhevsky, Sutskever,
and Hinton 2012). Finally, the performance is evaluated by
the multi-class classification accuracy on the target classes.

To implement our approach, we use the following setting.
As introduced above, we select samples for each target class
individually. In the inductive setting, for each target class,
we select ms = 500, 500, 200, 200 source samples for CI-
FAR10, AwA, aPY, and SUN respectively. In the transduc-
tive setting, we further select mt = 500, 200, 50, 10 from
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Figure 3: The effect of μ.
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Figure 4: The effect of ms, the number of samples selected from source classes for each target class.

unlabeled target samples. In addition, to determine the pa-
rameter value for β for sample selection, μ and C for train-
ing robust SVM, we adopt the class-wise cross-validation
strategy (Zhang and Saligrama 2015; Guo et al. 2016) where
β and C are chosen from {10−2, 10−1, 1, 10, 102} and μ
is from {0, 0.025, 0.05, ..., 0.2}. We report the results of
both inductive and transductive versions of our approach and
compare them to the baseline approaches from both settings.

Benchmark Comparison

The results on four benchmark datasets are shown in Table
2. We can observe that the proposed approach outperforms
the other two-step approaches with statistical significance in
both inductive and transductive settings. This clearly reveals
that the one-step classification strategy with direct classifiers
learned by transferred samples and pseudo labels is indeed
better than the two-step strategy because it suffers from less
information loss. Meanwhile, it also proves that our sample
selection algorithm can choose samples from source classes
that can well capture the characteristics of the target class.

More Results

Now we investigate some important issues of our approach.
Because of the space limitation, we only discuss the trans-
ductive version. In fact, the inductive one has similar trends.

We first investigate how our approach behaves when vary-
ing of μ in robust SVM. The results w.r.t. different values of
μ on four datasets are are shown in Figure 3. On the one
hand, if μ is too small, the label noise will affect the quality
of the classifiers. On the other hand, if μ is too large, the re-
lationship between samples will be neglected such that the
information may be not enough to train effective classifiers.
Empirically, we can choose μ ∈ [0.05, 0.1] for our approach.

The influence of the number of selected samples from
source classes for each target class, i.e., ms, is presented in
Figure 4. For CIFAR10, the increase of performance is pro-
portional to the rise in selected sample number. For AwA,
more samples lead to better performance when ms < 600
but lead to worse performance when ms > 600. For the
other two datasets, increasing ms may result in worse per-
formance. The reason is as follows. The main assumption
for our approach is that there exists some samples in source
classes that are very similar to target classes and thus we
can use them to capture the characteristics of target classes,
as illustrated in Figure 2. For CIFAR10, it has a large candi-
date set and thus there may exist a lot of good samples such
that selecting more samples leads to better result. However,
in aPY and SUN, the candidate set is small, so that there is
only a few good samples (ms < 400). When ms is large,
many dissimilar (bad) samples are mistakenly selected such
that they fail to effectively describe the target classes. We
leave how to determine ms automatically to our future work.

In the transductive setting, we propose an iterative algo-
rithm to progressively refine the estimated labels and the
models. In Figure 5, we plot the accuracy on the test set w.r.t.
the number of iterations. Obviously, the accuracy increases
steadily at beginning and remains stable after 10 iterations,
which validates the effectiveness of the iterative refinement.

Conclusion

In this paper, we propose a novel one-step approach for ZSR
which directly trains classifiers for target classes. In contrast
to the existing two-step approaches, our approach does not
need the attribute space as the intermediary during the clas-
sification (test) stage, thus avoiding the information loss. As
there is no labeled sample for target classes, we propose to
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Figure 5: The classification accuracy w.r.t. the number of iterations.

select samples based on their reliability and diversity and as-
sign pseudo labels to them. We formulate it into a quadratic
formulation and solve it under the ALM framework. To ad-
dress the unreliability of pseudo labels, we propose to train
a robust SVM classifier derived from a standard SVM. Ex-
periment on benchmarks demonstrates that the proposed ap-
proach is superior to the state-of-the-art ZSR approaches.
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