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Abstract

We propose a triplet-based network for audio feature learning
for version identification. Existing methods use hand-crafted
features for a music as a whole while we learn features by
a triplet-based neural network on segment-level, focusing on
the most similar parts between music versions. We conduct
extensive experiments and demonstrate our merits.

Introduction

A version of a music is a new performance of a previous
work. Given a query audio piece, version identification aims
to retrieve all the versions in a database. Music version iden-
tification has wide application, especially in music copyright
monitoring, while it remains challenging due to the vari-
ances in tempo, key, etc. Previous work mainly focus on ex-
tracting features from pitch class profiles or chroma, which
well captures the tonal content of a music, and has been
proved to be more effective than original audio spectrums
descriptors such as Mel-frequency cepstrum coefficients.

Most version identification algorithms use some form
of dynamic time-warping (DTW) (Serra 2011). Balen et
al.(Bertin-Mahieux and Ellis 2011) extracted hash code
called ’jump code’ from beat-aligned chroma. Balen et al.
(van Balen et al. 2014) proposed cognition-inspired descrip-
tors as audio features. From then on, more methods such as
information theoretic measures have been proposed with lit-
tle performance improvement. Having seen the glass-ceiling
for hand-crafted features, we thus turn to machine learning
algorithms for higher learning capability to bridge the se-
mantic gap in the long term.

Version identification is basically a problem of similarity
metric learning. To this end, our goal is to embed the data to
a feature space where versions of the same music are close
to each other and music from different versions stay rela-
tively far away. We propose a triplet-based neural network,
which learns audio similarity from triplet input containing
a query audio piece, a same version and a different version.
In addition, in order to match music accurately, we conduct
the learning process on segment-level instead of song-level.
The experimental results demonstrate that our method out-
performs hand-crafted ones. Our contribution can be sum-
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marized into two-folds. 1) To our knowledge, this is the first
time that a triplet deep learning method has been applied to
audio metric learning. 2) We propose an end-to-end frame-
work and the triplet-based network shall be applicable for
large-scale commercial use due to its high efficiency and
great potential as the amount of audio data grows.

Method Overview

Given a training set D = {(ai, vi)}Ni=1, where ai =
{ej,k}l×d is an audio track, and vi denotes the version it
belongs to. ej,k ∈ (0, 1) indicates audio energy of different
frequency bands. l is the audio duration and d is the number
of frequency bands. Our goal is to learn a similarity metric
S(·, ·) with D in order to make a prediction of the similarity
degree given a new music pair (aj , ak).

It is impractical to train a classifier for each kind of ver-
sion due to the large amount of music tracks and small num-
ber of versions. To solve this problem, we learn by distance
comparison within triplets. Furthermore, we experiment on
segment-level for more precise learning.

Our framework includes two parts. First, we con-
struct triplets set D̃ from D on segment-level. D̃ =
{(xi, x

+
i , x

−
i )}Ni=1, where xi is a music segment, x+

i denotes
a same version of xi, while x−i represents a non-version
one. Then, we embed audio with a triplet-based network and
form the similarity metric on the embedded feature.

Audio segmentation and triplets generation

In this section, we conduct audio segmentation and con-
struct triplets set. We experiment on segment-level for two
reasons, focusing on the most significant parts and solving
the problem that audio versions of different genres usually
vary in length while triplets should have equal length. We
encode audio tracks and build an index for efficient segment
retrieval to construct triplets. The concrete algorithm is as
follows.

A song is originally represented as a sequence of d-
dimensional vectors ek. In the first step, each vector is en-
coded into a 64-bit vector with two parts. One part concerns
the audio vector itself, consisting of four 12-bit sub-codes.
In each sub-code, the bits corresponding to the top m largest
dimensions of the vector are set to 1 and others 0, with m
being 6, 5, 3 and 1. The other part of a code represents the
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Figure 1: Triplet network

average of the neighbors of the vector. Based on the first
parts of codes, we build a code index which indicates the
occurrences of each unique code in all the songs in D.

Then, we divide ai into segments xi, i = 1, 2...n of length
l, with step size d. For each code in a segment xi, find out
through the index all occurrences of the code in aj , calcu-
late the Hamming distance between the xi segment and the
occurrence-aligned x+

i segment. Generate pairs of similar
music segments between xi and x+

i .
For each similar segment pair (xi, x

+
i ), we randomly se-

lect a music segment from a different song and denote it as
x−i to generate a triplet (xi, x

+
i , x

−
i ).

Triplet-based network feature learning

We propose a triplet-based embedding neural network for
audio metric learning. Given an audio triplet (xi, x

+
i , x

−
i ),

triplet-based neural network embeds them to a vector space,
generating f(xi), f(x

+
i ) and f(x−i ) respectively. Specifi-

cally, as we show in Figure 1, f(·) consists of two convo-
lution layers, with Relu as activation function, followed by
two max-pooling layers and two full connection layers. With
the audio embeddings, we adopt the online distance metric
learning algorithm with cosine similarity proposed in (Wu et
al. 2013). The similarity function is denoted as follows:

S(xi, xj) = f(xi)
T f(xj)/(||f(xi)|| × ||f(xj)||) (1)

The hinge loss (Wan et al. 2014) is defined as:

L(D; θ) =
N∑

i=1

max(1− S(xi, x
+
i ) + S(xi, x

−
i ), 0) (2)

where θ represents all of the parameters in our model, and
N denotes the number of training instances. θ is updated by
back-propagation and each base network in the triplet net-
work share the same architecture and parameter weights.

Experiment

We use the SecondHandSongs dataset (SHSD) which is an
official list of cover songs within the Million Song Dataset
(MSD) released in 2011. SHSD is the largest public cover

song dataset up to now, including 18196 tracks in 5854
cliques. To build our model, we use the training split of
SHSD dataset with 10150 tracks and test on the standard
Query1500 testing set (including 500 triplets).

We clip the training audios into segments and experiment
on length from 100 to 700 with a step of 50. We randomly
sampled 106 triplets for training and 105 for testing, 10
to 100 times of our network parameter number complexity
which is about 104.

We experiment on various parameter weights and set the
convolution kernel size to 3, pooling size and stride both to 2
for best performance. The first full connection layer has 100
nodes and the second has 50 nodes as output. The triplet
network is implemented with Caffe.

We test the model on the Query1500 data set which is
given in the form of (xi, x

+
i , x

−
i ), first two of the same

version and the third different from the first. We calculate
querying accuracy by comparing the similarity function re-
sults S(xi, x

+
i ) and S(xi, x

−
i ).

Acc =
1

T

T∑

i=1

g(S(xi, x
+
i )− S(xi, x

−
i )) (3)

where g(c) = 1 if c > 0 and g(c) = 0 otherwise. T denotes
the testing instance numbers. The results are in Table 1.

Method Jump codes DTW Cognition Triplet
Acc 77.4% 80.0% 73.2% 82.2%

Table 1: Performances on Query1500
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