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Abstract

The boom of mobile devices and cloud services has led
to an explosion of personal photo and video data. How-
ever, due to the missing user-generated metadata such
as titles or descriptions, it usually takes a user a lot of
swipes to find some video on the cell phone. To solve
the problem, we present an innovative idea called Vi-
sual Memory QA which allow a user not only to search
but also to ask questions about her daily life captured in
the personal videos. The proposed system automatically
analyzes the content of personal videos without user-
generated metadata, and offers a conversational inter-
face to accept and answer questions. To the best of our
knowledge, it is the first to answer personal questions
discovered in personal photos or videos. The example
questions are “what was the lat time we went hiking in
the forest near San Francisco?”; “did we have pizza last
week?”; “with whom did I have dinner in AAAI 2015?”.

Introduction
The prevailing of mobile devices and cloud services has led
to an unprecedented growth of personal photo and video
data. A recent study shows that the queries over personal
photos or videos are usually task- or question-driven (Jiang
et al. 2017). For question-driven queries, users seem to be
using photos or videos as a mean to recover pieces from
their own memories, i.e. looking for a specific name, place
or date. For example, a user might ask “what was the last
time we went hiking?”; “did we have pizza last week?” or
“with whom did I have dinner in AAAI 2015?”.

We define the problem of seeking answers about the user’s
daily life discovered in his or her personal photo and video
collection as VMQA (Visual Memory Question Answering).
As about 80% of personal photos and videos do not have
metadata such as tags or titles (Jiang et al. 2017), this func-
tionality can be very useful in helping users find information
in their personal photos and videos. Visual Memory QA is a
novel problem and has two key differences from VQA (Vi-
sual QA) (Antol et al. 2015): first the user is able to ask ques-
tions over a collection of photos or videos in Visual Mem-
ory QA as opposed to a single image in VQA. As shown
in Fig. 1, given an image it is trivial for an adult to answer
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Figure 1: Comparison of Visual QA & Visual Memory QA.

a question in VQA. However, it is considerably more diffi-
cult for the same adult to answer questions in VMQA. This
is particularly difficult to answer questions over a collection
videos. Second, the question space in VMQA is a subset of
that in VQA, which only includes the questions a user might
ask later to recall his or her memories. Because of the two
differences, Visual Memory QA is expected to be more use-
ful in practice.

To address this novel problem, this paper introduces a pro-
totype system that can automatically analyzes the content
of personal videos/photos without user-generated metadata,
and offers a conversational interface to answer questions dis-
covered from the user’s personal videos/photos. Technically,
it can be regarded as an end-to-end neural network, consist-
ing of three major components: a recurrent neural network to
understand the user question, a content-based video engine
to analyze and find relevant videos, and a multi-channel at-
tention neural network to extract the answer. To the best of
our knowledge, the proposed system is the first to answer
personal questions discovered in personal photos or videos.

Visual Memory Question Answering
As shown in Fig. 2, the proposed model is inspired by the
classical text QA model (Ferrucci et al. 2010), consisting of
three major components: a recurrent neural network to un-
derstand the user question, a content-based video engine to
find the relevant videos, and a multi-channel attention feed-
forward neural network to extract the answer. Each compo-
nent is pre-trained on its own task, and then the first and
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Table 1: Question and answer types in the proposed system.
Question
Type Answer Type Example

which photo, video show me the photo of my dog?

when date, year, sea-
son, hour, etc.

What was the last time we went
hiking?

where scene, gps, city,
country, etc.

Where was my brother’s gradua-
tion ceremony in 2013?

what action, object,
activity, etc.

What did we play during this
spring break?

who name, face, etc. With whom did I have dinner in
AAAI 2015?

how
many number How many times have I had sushi

last month?
yes/no yes, no Did I do yoga yesterday?

the third components are fine-tuned on our annotated bench-
mark data by Back Propagation.
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Figure 2: Framework of the proposed Visual Memory QA
system.

In the recurrent neural network, the task is to understand
the question and classify it into a predefined answer type. We
predefine a set of question and answer types based on their
frequencies in Flickr visual search logs (Jiang et al. 2017).
See Table 1. A two-layer LSTM neural network is incorpo-
rated as the classifier where the embedding of each word in
the question is sequentially fed into the LSTM units. As the
answer types are mutually exclusive, a softmax logistic loss
is employed to train the network. Besides, this question un-
derstanding component is also responsible for parsing the
question to extract the named entity (person, organization,
place and time).

The second component is a content video/photo engine
that can automatically understand and index personal videos
purely based on the video content. It takes a natural language
sentence as the input, and outputs a list of semantically rel-
evant videos, i.e. text-to-video (Jiang et al. 2015a). The top
ranked relevant videos are fed into the third component. We
employ a state-of-the-art engine called E-Lamp Lite which
not only provides accurate video search and understanding
but also can scale up to 100 million videos (Jiang et al.
2015b).

The last component is a neural network to extract the
answer. It receives, from the question understanding net-
work, a hidden state that embeds the information about the
predicted answer type, and the top ranked relevant videos
from the video content engine. Each relevant video is asso-
ciated with information organized into channels, such as the
timestamp, the action concepts, scene concepts, object con-
cepts and, in some cases, the GPS coordinates. The task now

switches to localizing the answer in the multiple input chan-
nels. For example, the attention should be on timestamp for
“when” questions, and on food concepts for “what did we
eat” questions. This is now achieved by a multi-channel at-
tention feed-forward neural network. For the current proto-
type, a few manual templates are also employed to further
improve the accuracy.

Demonstration
The demonstration will be organized in two phases: a) a
brief introduction, and b) a hands-on phase. In a), the main
features of the Visual Memory QA system will be explained
and some example queries will be demonstrated. In b), the
public is invited to interact directly with the system and test
its capabilities over a laptop or on a cell phone. Specifically.
all of the personal videos in YFCC dataset (about 0.8M) will
be employed as a giant collection of a single anonymous
user, and the public can ask questions and examine results
in less than 2 seconds. The demo will be running on a laptop
and we will bring cell phones and other laptops to show the
results. No additional devices are needed for this demo.

Conclusions and Future Work
This demo paper presents a novel and promising Visual
Memory QA system, an intelligent agent or chatbot that can
answer questions about users’ daily lives discovered in their
personal photos and videos. We have developed a prototype
system that can efficiently answer questions over 1 million
personal videos. We are still working on obtaining more an-
notated data to qualitatively evaluate the accuracy of on the
end-to-end task. In the future, we plan to release a bench-
mark on this novel and interesting problem.
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