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Introduction
Cyber-physical systems (CPS) are intended to receive infor-
mation from the environment through sensors and perform
appropriate actions using actuators of the controller.

In the last years world of intelligent technologies has
grown in an exponential fashion: from cruise control to
smart ecosystems. Next we are facing the future of CPS in-
volved in almost every aspect of our lives bringing higher
comfortability and efficiency. Our goal is to help smart in-
ventions adjust to this highly uncertain environment and
guarantee safety for its inhabitants.

The physical environment renders the problem of CPS
verification extremely cumbersome. Due to a wealth of un-
certainties introduced by physical processes, the system is
best described by stochastic models. Approximate predic-
tion techniques, such as Statistical Model Checking (SMC),
have therefore recently become increasingly popular (Grosu
and Smolka 2005; Clarke and Zuliani 2011). As a result, ver-
ification of a CPS boils down to quantitative analysis of how
close the system is to reaching bad states (safety property)
or desired goal (liveness property).

Controlling the systems, that is, computing appropriate
response actions depending on the environment, involves
probabilistic state estimation, as well as optimal action pre-
diction, i.e., choosing the best next step by simulating the
future. In my thesis, I develop a novel intelligent algorithm
addressing existing deficiencies of SMC such as poor pre-
diction of rare events (RE) and sampling divergence.

Motivation
Verification. We motivate the verification question by the
challenges associated with automatic control for unmanned
vehicles, in particular flying drones. First, we would like to
use flying drones simulation models in order to investigate
the verification question of their safety. It is essential that the
following properties are satisfied for flying drones:

– Drones do not collide, crash into flying objects or people.

– Stochastic environmental changes are correctly ad-
dressed.
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– Probability of RE (e.g., flipping over, diverging from the
goal) is estimated with high confidence.

Control. After we estimate the probability of such RE, it is
only logical to address the control question by developing a
policy that guarantees that the system avoids RE, satisfying
the requirements above. The control question I am address-
ing is motivated by nature itself (Chazelle 2012), namely, by
flocks of birds organizing into V-formations while traveling
long distances. Every bird-like agent in our model (Grosu et
al. 2014) moves in 2-dimensional space locally governed by
the same control law. Any agent in the flock can detect the
positions and velocities of all other agents through sensors,
and given this information, the agent’s controller calculates
an optimal acceleration for it: xi(t), vi(t) and ai(t) are the
vectors of 2-dimensional positions, velocities, and acceler-
ations, respectively, of bird i at time t, 1 ≤ i ≤ N , for a
fixed number of birds N . the following equations model the
behavior of bird i in discrete time with ai(t) as controlled
variables ∀ i = {1, . . . , N}: xi(t+ 1) = xi(t) + vi(t+ 1),
vi(t+ 1) = vi(t) + ai(t).

Ultimately, we would like to synthesize an algorithm
providing analytical guarantees of agents getting into a V-
formation starting from a random configuration using a fly-
ing drones simulation model and statistical model checking.
Particle Swarm Optimization (PSO) (Kennedy and Eberhart
1995) is a promising approach to address this problem. It
uniformly distributes the particles in space and adjusts their
velocities to lead the swarm to satisfying a given property
while using a random factor in the adjustment rule in order
to explore the space.

On the one hand, a V-formation provides the birds with
a clear view of the front field and visibility of their lateral
neighbors. On the other hand, the latter is of great impor-
tance to flocking birds for saving energy from the free lift
as a beneficial effect of the upwash region generated off the
trailing edge of wings of the birds in front of them (Weimer-
skirch et al. 2001). We believe this approach can lead to a
breakthrough discovery in developing energy-efficient and
reliable autonomous technologies.

Achievements and Planned Research
First and foremost, we strive to obtain a better understand-
ing of the challenges we face when dealing with currently

Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence (AAAI-17)

5046



existing CPS. By doing so, we will be able to predict their
behavior in extreme cases and give guidance to the future
generation of smart technologies.

In 2015-2016 together with R. Grosu, E. Bartocci,
S. A. Smolka, K. Kalajdzic, and C. Jegourel we developed a
novel framework of feedback control for SMC of CPS. The
approach tackles an increasingly important problem of RE
by combining two advanced sequential Monte-Carlo meth-
ods: Importance Sampling (ISam) (Kahn 1955) and Im-
portance Splitting (ISpl), originally developed for statisti-
cal physics (Kahn and Harris 1951). These techniques have
recently been adopted by the robotics (Russell and Norvig
2010) and SMC communities (Jégourel, Legay, and Sed-
wards 2012; 2013).

In the proposed framework, ISam estimates the current
system state and the current level, and ISpl controls the ex-
ecution of the CPS based on this information. Both tech-
niques depend on the model identified during a preliminary,
learning stage. The algorithm may be applied to the approx-
imate analysis of any complex probabilistic program whose
monitoring is feasible through appropriate instrumentation,
but whose model derivation is infeasible through static anal-
ysis techniques (due to e.g. sheer size or complicated transi-
tions). This collaborative work successfully resulted in pub-
lication (Kalajdzic et al. 2016).

Current and Anticipated Progress
Recently, I have worked on testing existing centralized
Model Predictive Control (MPC) (Garca, Prett, and Morari
1989) to bird flocking optimization problem proposed
in (Yang et al. 2016). After adjusting original algorithm for
parallel execution I conducted 10, 000 experiments on a 16-
core machine. Analyzing accumulated statistical data I esti-
mated the performance of the algorithm as being too low to
be considered reliable. As a result, I have focused on possi-
ble directions for improvement:

– Tunning parameters or discovering substitutes for PSO.

– Modifying MPC routine.

My thorough investigation resulted in developing a novel
adaptive receding-horizon synthesis algorithm for optimal
plans bringing an arbitrary dynamic process to a stable state.
Experimental results proved reliability improvement by at
least 40% and ten-fold average execution time decrease. I
consider control of a dynamic system as a memoryless de-
cision process. The algorithm performs adaptive splitting
into monotonically decreasing levels of optimization by tak-
ing advantage of intelligent space exploration with numer-
ous runs of PSO and selective importance-based resampling.
When stabilized and tested this algorithm has a great poten-
tial to be applied for a wider range of optimization problems.

In October 2016 I submitted a paper introducing my al-
gorithm to the 23rd International Conference on Tools and
Algorithms for the Construction and Analysis of Systems
(TACAS’17). I now consider its application to drones. By
February 2017 I expect to prepare a paper for submis-
sion to the 56th IEEE Conference on Decision and Control
(CDC’17).
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