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Abstract

Rational verification is concerned with establishing whether a given temporal logic formula \( \varphi \) is satisfied in some or all equilibrium computations of a multi-agent system – that is, whether the system will exhibit the behaviour \( \varphi \) under the assumption that agents within the system act rationally in pursuit of their preferences. After motivating and introducing the framework of rational verification, we present formal models through which rational verification can be studied, and survey the complexity of key decision problems. We give an overview of a prototype software tool for rational verification, and conclude with a discussion and related work.

Introduction

Verification is one of the most important and widely-studied problems in computer science (Boyer and Moore 1981). Verification is the problem of checking program correctness: the key decision problem relating to verification is that of establishing whether or not a given system \( P \) satisfies a given specification \( \varphi \). The most successful contemporary approach to formal verification is model checking, in which an abstract, finite state model of the system of interest is represented as a Kripke structure (a labelled transition system), and the specification is represented as a temporal logic formula, the models of which are intended to correspond to “correct” behaviours of the system (Emerson 1990). The verification process then reduces to establishing whether the specification formula is satisfied in the given Kripke structure, a process that can be efficiently automated in many settings of interest (Clarke, Grumberg, and Peled 2000).

In the present paper, we will be concerned with multi-agent systems (Shoham and Leyton-Brown 2008; Wooldridge 2009). Multi-agent systems are generally understood as systems composed of multiple interacting (semi-)autonomous software components known as agents, which act in pursuit of goals or preferences that are delegated to them by external principals. Since agents are “owned” by different principals, there is no requirement or assumption that the preferences delegated to different agents are aligned in any way. It may be that their preferences are compatible, but it may equally be that preferences are in opposition. Game theory provides a natural and widely-adopted framework through which to understand systems with these properties, where participants pursue their preferences rationally and strategically (Maschler, Solan, and Zamir 2013), and this observation has prompted a huge body of research over the past decade, attempting to apply and adapt game theoretic techniques to the analysis of multi-agent systems (Nisan et al. 2007; Shoham and Leyton-Brown 2008).

We are concerned with the question of how we should think about the issues of correctness and verification in multi-agent systems. We argue that the classical view of correctness, outlined above, is not appropriate for multi-agent systems. In a multi-agent setting, it is more appropriate to ask what behaviours the system will exhibit under the assumption that agents act rationally in pursuit of their preferences. We advance the paradigm of rational verification for multi-agent systems, as a counterpart to classical verification. Rational verification is concerned with establishing whether a given temporal logic formula \( \varphi \) is satisfied in some or all game theoretic equilibria of a multi-agent system – that is, whether the system will exhibit the behaviour \( \varphi \) under the assumption that agents within the system act rationally in pursuit of their preferences/goals.

We begin by motivating our approach, describing in detail the issue of correctness and verification, and the hugely successful model checking paradigm for verification. We then discuss the question of what correctness means in the setting of multi-agent systems, and this leads us to introduce the paradigm of rational verification and equilibrium checking. We then introduce a formal framework, and survey the complexity of key decision problems associated with equilibrium checking – we see that the complexity of decision problems in equilibrium checking can be substantially worse than for conventional model checking problems. We then give an overview of a prototype software tool for rational verification: the EAGLE system takes as input a REACTIVE MODULES specification of a set of agents (Alur and Henzinger 1999), a goal for each agent, specified as a formula of the temporal logic CTL (Emerson 1990), and a collection of strategies, one for each agent in the system; the system then checks whether the strategies form a Nash equilibrium. We conclude with a discussion and related work.
Setting the Scene

Our aim in this section is to explain how the concept of rational verification emerged from various research trends in computer science and artificial intelligence, and how it differs from the conventional conception of verification. Readers will no doubt be familiar with some of this material – we beg their indulgence so that we can tell the story in its entirety.

Correctness and Formal Verification: The correctness problem has been one of the most widely studied problems in computer science over the past fifty years, and remains a topic of fundamental concern to the present day (Boyer and Moore 1981). Broadly speaking, the correctness problem is concerned with checking that computer systems behave as their designer intends. Probably the most important problem studied within the correctness domain is that of formal verification. Formal verification is the problem of checking that a given computer program or system P is correct with respect to a given formal (i.e., mathematical) specification \( \varphi \). We understand \( \varphi \) as a description of system behaviours that the designer judges to be acceptable – a program that guarantees to generate a behaviour as described in \( \varphi \) is deemed to correctly implement the specification \( \varphi \).

A key insight, due to Amir Pnueli, is that temporal logic can be a useful language with which to express formal specifications of system behaviour (Pnueli 1977). Pnueli proposed the use of Linear Temporal Logic (LTL) for expressing desirable properties of computations. LTL extends classical logic with tense operators \( X \) (“in the next state. . .”), \( F \) (“eventually. . .”), \( G \) (“always. . .”), and \( U \) (“. . . until. . .”) (Emerson 1990). For example, the requirement that a system never enters a “crash” state can naturally be expressed in LTL by a formula \( G \neg \text{crash} \). If we let \([P]\) denote the set of all possible computations that may be produced by the program \( P \), and let \([\varphi]\) denote the set of state sequences that satisfy the LTL formula \( \varphi \), then verification of LTL properties reduces to the problem of checking whether \([P]\) \(\subseteq\) \([\varphi]\). Another key temporal formalism is Computation Tree Logic (CTL), which modifies LTL by prefixing tense operators with path quantifiers \( A \) (“on all paths. . .”) and \( E \) (“on some path. . .”). While LTL is suited to reasoning about runs or computational histories, CTL is suited to reasoning about transition systems that encode all possible system behaviours.

Model Checking: The most successful approach to verification using temporal logic specifications is model checking (Clarke, Grumberg, and Peled 2000). Model checking starts from the idea that the behaviour of a finite state program \( P \) can be represented as a Kripke structure, or transition system \( K_P \). Now, Kripke structures can be interpreted as models for temporal logic. So, checking whether \( P \) satisfies an LTL property \( \varphi \) reduces to the problem of checking whether \( \varphi \) is satisfied on some path through \( K_P \). Checking a CTL specification \( \varphi \) is even simpler: the Kripke structure \( K_P \) is a CTL model, so we simply need to check whether \( K_P \models \varphi \). These checks can be efficiently automated for many cases of interest. In the case of CTL, for example, checking whether \( K_P \models \varphi \) can be solved in time \( O(|K_P| \cdot 2^{|\varphi|}) \) (Clarke and Emerson 1981; Emerson 1990); for LTL, the problem is more complex (PSPACE-complete (Emerson 1990)), but using automata theoretic techniques it can be solved in time \( O(|K_P| \cdot 2^{|\varphi|}) \) (Vardi and Wolper 1986), the latter result indicating that such an approach is feasible for small specifications. Since the model checking paradigm was first proposed in 1981, huge progress has been made on extending the range of systems amenable to verification by model checking, and to extending the range of properties that might be checked (Clarke, Grumberg, and Peled 2000).

Multi-agent systems: We now turn the class of systems that we will be concerned with in the present paper. The field of multi-agent systems is concerned with the theory and practice of systems containing multiple interacting semi-autonomous software components known as agents (Wooldridge 2009; Shoham and Leyton-Brown 2008). Multi-agent systems are generally understood as distinct from conventional distributed or concurrent systems in several respects, but the most important distinction for our purposes is that different agents are assumed to be operating on behalf of different external principals, who delegate their preferences or goals to their agent. Because different agents are “owned” by different principals, there is no assumption that agents will have preferences that are aligned with each other.

Correctness in Multi-Agent Systems: Now, consider the following question:

How should we interpret correctness and formal verification in the context of multi-agent systems?

In an uninteresting sense, this question is easily answered: We can certainly think of a multi-agent system as nothing...
We will now argue for the concept of game theory is to try to understand what the outcomes of a game can or should be, under the assumption that the players within it act rationally. To this end, a number of solution concepts have been proposed, of which Nash equilibrium is the most widely used. A Nash equilibrium is a collection of choices, one for each participant in the game, such that no player can benefit by unilaterally deviating from this combination of choices. Nash equilibria seem like reasonable candidates for the outcome of a game because to move away from a Nash equilibrium would result in some player being worse off – which would clearly not be rational. In general, it could be the case that a given game has no Nash equilibrium, or multiple Nash equilibria. Now, it should be easy to see how this general setup maps to the multi-agent systems setting: players map to the agents within the system, and each player’s preferences are as defined in their delegated goals; the choices available to each player correspond to the possible courses of action that may be taken by each agent in the system. Outcomes will correspond to the computations or runs of the system, and agents will have preferences over these runs; they act to try and bring about their most preferred runs.

With this in mind, we believe it is natural to think of the following problem as a counterpart to model checking and classical verification. We are given a multi-agent system, and a temporal logic formula \( \varphi \) representing a property of interest. We then ask whether \( \varphi \) would be satisfied in some run that would arise from a Nash equilibrium collection of choices by agents within the system. We call this equilibrium checking, and refer to the general paradigm as rational verification.

A Formal Model

Let us make our discussion a little more formal with some suggestive notation (we make the model and notation more precise in later sections). Let \( P_1, \ldots, P_n \) be the agents within a multi-agent system. For now, we do not impose any specific model for agents \( P_i \); we will simply assume that agents are non-deterministic reactive programs. Non-determinism captures the idea that agents have choices available to them, while reactivity implies that agents are non-terminating. The framework we describe below can easily be applied to any number of computational models, including, for example, concurrent games (Alur, Henzinger, and Kupferman 2002), event structures (Winskel 1986), interpreted systems (Fagin et al. 1995), or multi-agent planning systems (Brafman and Domshlak 2013).

A strategy for an agent \( P_i \) is a rule that defines how the agent makes choices over time. Each possible strategy for an agent \( P_i \) defines one way that the agent can resolve its non-determinism. We can think of a strategy as a function from the history of the system to date to the choices available to the agent. We denote the possible strategies available to agent \( P_i \) by \( \Sigma(P_i) \). The basic task of an agent \( P_i \) is to select an element of \( \Sigma(P_i) \) – we will see later that agents select strategies in an attempt to bring about their preferences. When each agent \( P_i \) has selected a strategy, we have a profile of strategies \( \sigma = (\sigma_1, \ldots, \sigma_n) \), one for each agent. This profile of strategies will collectively define the behaviour of the overall system. For now, we will assume that strategies are...
themselves deterministic, and that a collection of strategies therefore induces a unique run of the system, which we denote by \( \rho(\sigma_1, \ldots, \sigma_n) \). The set \( R(P_1, \ldots, P_n) \) of all possible runs of \( P_1, \ldots, P_n \) is:

\[
R(P_1, \ldots, P_n) = \{ \rho(\vec{\sigma}) : \vec{\sigma} \in \Sigma(P_1) \times \cdots \times \Sigma(P_n) \}.
\]

Where the strategies that lead to a run do not need to be named, we will denote elements of \( R(P_1, \ldots, P_n) \) by \( \rho, \rho' \), etc. Returning to our earlier discussion, we use temporal logic as a language for expressing properties of runs: we will write \( \rho \models \varphi \) to mean that run \( \rho \) satisfies temporal formula \( \varphi \).

Before proceeding, we present a version of the conventional model checking problem for our setting:

**Model Checking:**

*Given:* System \( P_1, \ldots, P_n \); temporal formula \( \varphi \).

*Question:* Is it the case that \( \exists \vec{\sigma} \in \Sigma(P_1) \times \cdots \times \Sigma(P_n) : \rho(\vec{\sigma}) \models \varphi \)?

This decision problem amounts to asking whether \( \exists \rho \in R(P_1, \ldots, P_n) \) such that \( \rho \models \varphi \), that is, whether there is any possible computation of the system that satisfies \( \varphi \), that is, whether the system could in principle exhibit the behaviour \( \varphi \).

**Preferences:** So far, we have said nothing about the idea that agents act rationally in pursuit of delegated preferences. We assume that agents have preferences over runs of the system. Thus, given two possible runs \( \rho_1, \rho_2 \in R(P_1, \ldots, P_n) \), it may be that \( P_i \) prefers \( \rho_1 \) over \( \rho_2 \), or that it prefers \( \rho_2 \) over \( \rho_1 \), or that it is indifferent between the two. We represent preferences by assigning to each player \( P_i \) a relation \( \succeq_i \subseteq R(P_1, \ldots, P_n) \times R(P_1, \ldots, P_n) \), requiring that this relation is complete, reflexive, and transitive. Thus \( \rho_1 \succeq_i \rho_2 \) means that \( P_i \) prefers \( \rho_1 \) at least as much as \( \rho_2 \). We denote the irreflexive sub-relation of \( \succeq_i \) by \( \succ_i \), so \( \rho_1 \succ_i \rho_2 \) means that \( P_i \) strictly prefers \( \rho_1 \) over \( \rho_2 \). Indifference (where we have both \( \rho_1 \succeq_i \rho_2 \) and \( \rho_2 \succeq_i \rho_1 \)) is denoted by \( \rho_1 \sim_i \rho_2 \).

We refer to a structure \( M = (P_1, \ldots, P_n, \succeq_1, \ldots, \succeq_n) \) as a multi-agent system.

Alert readers will have noted that, if runs are infinite, then so are preference relations over such runs. This raises the issue of finite and succinct representations of runs. Several approaches to this issue have been suggested. The most obvious is to assign each agent \( P_i \) a temporal logic formula \( \gamma_i \) representing its goal. The idea is that \( P_i \) prefers all runs that satisfy \( \gamma_i \), over all those that do not, is indifferent between all runs that satisfy \( \gamma_i \), and is similarly indifferent between runs that do not satisfy \( \gamma_i \). Formally, the preference relation \( \succeq_i \) corresponding to a goal \( \gamma_i \) is defined as follows:

\[
\rho_1 \succeq_i \rho_2 \quad \text{iff} \quad \rho_2 \models \gamma_i \implies \rho_1 \models \gamma_i.
\]

Obvious generalisations of this idea include representing preference relations via weighted sets of temporal formulae (agents prefer runs that maximise the sum of weights of satisfied formulae), or ordered lists of temporal formulae (agents prefer runs that satisfy formulae as far up the list as possible) (Bouyer et al. 2015).

**Nash equilibrium:** With this definition, we can now define the standard game theoretic concept of Nash equilibrium for our setting. Let \( M = (P_1, \ldots, P_n, \succeq_1, \ldots, \succeq_n) \) be a multi-agent system, and let \( \vec{\sigma} = (\sigma_1, \ldots, \sigma_i, \ldots, \sigma_n) \) be a strategy profile. Then we say \( \vec{\sigma} \) is a Nash equilibrium of \( M \) if for all players \( P_i \) and for all strategies \( \sigma'_i \in \Sigma(P_i) \), we have:

\[
\rho(\vec{\sigma}) \succeq_i \rho(\sigma_1, \ldots, \sigma'_i, \ldots, \sigma_n).
\]

Let \( NE(M) \) denote the set of all Nash equilibria of \( M \). Of course, many other solution concepts have been proposed in the game theory literature (Maschler, Solan, and Zamir 2013) – to keep things simple, in this paper we will restrict our attention to Nash equilibrium.

**Equilibrium Checking:** We are now in a position to introduce equilibrium checking, and the associated key decision problems. The basic idea of equilibrium checking is that, instead of asking whether a given temporal formula \( \varphi \) is satisfied on some possible run of the system, we instead ask whether it is satisfied on some run corresponding to a Nash equilibrium of the system. Informally, we can understand this as asking whether \( \varphi \) could be made true as the result of rational choices by agents within the system. This idea is captured in the following decision problem (see Figure 2):

**E-NASH:**

*Given:* Multi-agent system \( M \); temporal formula \( \varphi \).

*Question:* Is it the case that \( \exists \rho \in NE(M) : \rho(\vec{\sigma}) \models \varphi \)?

The obvious counterpart of this decision problem is A-NASH, which asks whether a temporal formula \( \varphi \) is satisfied on all Nash equilibrium outcomes. A higher-level question is simply whether a system has any Nash equilibria.

**Non-Emptiness:**
We now describe a prototype tool we have developed as a proof of concept for equilibrium checking. The tool is called Eagle (Equilibrium Analyser for Game Like Environments) (Toumi, Gutierrez, and Wooldridge 2015). Eagle takes as input a set of agents, defined using the Reactive Modules Language (RML) (Alur and Henzinger 1999), a collection of non-deterministic strategies for these agents, also encoded using Reactive Modules, and for each agent \( P_i \), a CTL formula representing the goal \( \gamma_i \) of that player. It then checks whether the strategies represent a Nash equilibrium, i.e., it solves the decision problem \( I S-N E \).

The objects used to define agents in RML are known as modules. An RML module consists of an interface, which defines the name of the module and lists the Boolean variables under the control of the module, and a number of guarded commands, which define the choices available to the module at every state. Guarded commands are of two kinds: those used for initialising the variables under the module’s control (init guarded commands), and those for updating these variables subsequently (update guarded commands). A guarded command has two parts: a condition part (the “guard”) and an action part, which defines how to update the value of (some of) the variables under the control of a module. The intuitive reading of a guarded command \( \varphi \rightarrow \alpha \) is “if the condition \( \varphi \) is satisfied, then \( \alpha \) is enabled for execution – it may be chosen. Formally, a guarded command \( g \) over a set of Boolean variables \( \Phi \) is an expression

\[
[ ] \varphi \rightarrow x'_1 := \psi_1, \ldots, x'_k := \psi_k
\]

where [ ] is a syntactic separator, \( \varphi \) (the guard) is a propositional formula, each \( x_i \) is a member of \( \Phi \) and each \( \psi_i \) is a propositional formula. The intended meaning is that if the guard is satisfied in the current state of the system, then one of the choices available to the agent is to execute the assignment statements on the right hand side, with the conditions \( \psi_i \) being evaluated in the current state.

Space restrictions prevent us from describing in detail how Eagle works internally, but the main point is that the IS-NE problem that Eagle solves is \( \text{EXPTIME} \)-complete (Toumi, Gutierrez, and Wooldridge 2015), and hence no harder than satisfiability for CTL. In fact, Eagle solves IS-NE by reducing it to a number of CTL model checking and satisfiability problems.

We now present a case study based on the system presented in (Fisman, Kupferman, and Lustig 2010). Consider a peer-to-peer network with two agents (the extension to \( n > 2 \) agents is straightforward – we restrict to two agents only due to space and ease of presentation). At each time step, each agent either tries to download or to upload. In order for one agent to download successfully, the other must be uploading at the same time, and both are interested in downloading infinitely often. We will require that an agent cannot both download and upload at the same time.

We can specify the game modelling the above communication protocol as a game with two players, 0 and 1, where each player \( i \in \{0,1\} \) controls two variables \( u_i \) (“Player \( i \) tries to upload”) and \( d_i \) (“Player \( i \) tries to download”): Player
From all system states, on all paths, eventually infinitely often requirement can be expressed in CTL as (seen to be consistent with modules modifications of players’ strategies given below, which can be overviews of decision problems related to equilibrium check-jee and Henzinger 2012; Bouyer et al. 2015) give extensive certain desirable properties hold in equilibrium; (Chatterjee to equilibrium checking: (Fisman, Kupferman, and Lustig games setting where players make their choices based on beliefs about some variables in the environment, and a central authority is able to reveal certain information in order to modify these beliefs. Another issue we have investigated is the extent to which we can develop a language that supports reasoning about strategies directly in the object language. Strategy logic is a variation of temporal logic, closely related to Alternating-time temporal logic (Alur, Henzinger, and Kupferman 2002), which includes names for strategies in the object language (Chatterjee, Henzinger, and Piterman 2010), and using Strategy Logic, it is possible to reason about Nash equilibria. However, Strategy logic is in general undecidable, which raises the question of whether weaker languages might be used. (Gutierrez, Harrenstein, and Wooldridge 2014) proposes a temporal logic containing a quantifier $[NE] \varphi$, meaning “$\varphi$ holds on all Nash equilibrium computations” (Gutierrez, Harrenstein, and Wooldridge 2015a) shows that Nash equilibria can be represented, up to bisimulation, in even weaker languages. Other researchers have investigated similar concerns (Bulling, Jamroga, and Dix 2008). Another interesting question is the extent to which the model of interaction used in a particular setting affects the possible equilibria that may result. In (Gutierrez and Wooldridge 2014), we investigated Nash equilibria in games based on event structures (Winskel 1986), and were able to characterise conditions required for the existence of equilibria. Another research direction is the extent to which we can go beyond the representation of preferences as simple binary formulae; one possible approach, investigated in (Marchioni and Wooldridge 2015), is to represent player’s goals as formulae of Lukasiewicz logic, which permits a much richer class of preferences to be directly represented.

Many issues remain for future work. Mixed (stochastic) strategies is an obvious major topic of interest, as is the possibility of imperfect information (Fagin et al. 1995), and of course solution concepts beyond Nash equilibria, such as sub-game perfect equilibrium. Our EAGLE tool is a prototype, limited in its scope, and not optimised: extensions supporting LTL, incomplete information, etc, are all highly desirable.
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