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Introduction
As natural language capable robots and other agents become more commonplace, the ability for these agents to understand truly natural human speech is becoming increasingly important. What is more, these agents must be able to understand truly natural human speech in realistic scenarios, in which an agent may not have full certainty in its knowledge of its environment, and in which an agent may not have full knowledge of the entities contained in its environment. As such, I am interested in developing architectural mechanisms which will allow robots to understand natural language in uncertain and open-worlds. My work towards this goal has primarily focused on two problems: (1) reference resolution, and (2) pragmatic reasoning. In the following sections, I will introduce and discuss the work of myself and others on these problems.

Reference Resolution
Reference resolution is the problem of identifying the entities referenced in a natural language utterance. For example in the utterance “The medkit is in the room at the end of the hall”, an agent must determine what entities are being referred to by “the medkit”, “the room”, and “the hall”. There are two main drawbacks common to most previous approaches to this problem. First, the majority of these approaches are domain-dependent: they are specifically targeted toward resolving one kind of reference, such as references to locations (i.e., spatial reference resolution). Second, the majority of these approaches operate in a closed world: they assume that all entities which could be referenced are already known. Matuszek et al. use Statistical Machine Translation techniques to translate natural language directions into routes through an open world. However, this approach is limited to resolving spatial references, and because utterances are translated into actions rather than world model modifications, their approach is unable to discuss or reason about new locations without first visiting them (Matuszek et al. 2012).

Pragmatic Reasoning
Humans frequently use indirect utterances whose literal meanings do not match their intended meanings. “Do you know what time it is?” is likely not literally a question about
whether or not you know the time, but more likely an indirect request for the time, using indirectness as a politeness strategy: “The commander is wounded and needs a medical kit!” is likely not a simple statement of fact, but is more likely an indirect command to bring the wounded commander a medical kit, or perhaps a request to know where to find a medical kit. The few language-capable robot architectures able to handle these types of non-literal utterances (known as indirect speech acts (ISAs)) (e.g., (Wilske and Kruijff 2006), and our own architecture, (Briggs and Scheutz 2013)) are not robust to uncertain contexts.

To address this problem, my algorithms for understanding and generating ISAs (Williams et al. 2015a), use a Dempster-Shafer (DS) theoretic representation to encode the uncertainty of (1) incoming utterances, (2) the robot’s knowledge, and (3) the pragmatic rules used by the robot to map an utterance and context to an intention and to abduce the best utterance to use to communicate an intention. Using a DS-theoretic representation allows the robot to assess its own ignorance, and thus to acknowledge when it does not have enough information to understand an utterance.

Research Plan and Contribution

As an extension to my previous work on open-world reference resolution, I am designing mechanisms to allow a robot to perform inference using information contained in distributed, heterogeneous KBs. As an extension to my previous work on pragmatic reasoning, I am designing one-shot learning algorithms for learning new pragmatic rules. I expect to perform research on the following problems between AAAI 2016 and my expected graduation date of May 2017: As an extension of my work on open-world reference resolution, I will: (1) examine the effect of different variable-ordering strategies in the POWER algorithm, (2) examine the effects of different probability thresholds in the POWER algorithm, (3) convert the POWER algorithm to use a DS-theoretic knowledge representation scheme, in order to allow the robot to reason about its own ignorance when performing reference resolution, (4) integrate a consultant with semantic mapping capabilities into our architecture, (5) examine different ways of calculating cross-modality salience scores for use in my Givenness Hierarchy implementation, and (6) integrate common-sense and affordance-based reasoning capabilities into my Givenness Hierarchy implementation. As an extension of my work on pragmatic reasoning, I will develop mechanisms for altering the context and confidence of previously learned pragmatic rules. Finally, I will perform a comprehensive, extrinsic evaluation of my suite of architectural mechanisms on a physical robot, and examine human perceptions of the capabilities afforded by these mechanisms.

The contribution of this dissertation will thus be a set of architectural mechanisms for natural language understanding and generation in uncertain and open worlds, extending the state of the art on a variety of problems important for natural human-robot dialogue.
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