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Abstract
Recently, a new convex formulation of IBM Model 2 was introduced. In this paper we develop the theory further and introduce a class of convex relaxations for latent variable models which include IBM Model 2. When applied to IBM Model 2, our relaxation class subsumes the previous relaxation as a special case. As proof of concept, we study a new relaxation of IBM Model 2 which is simpler than the previous algorithm: the new relaxation relies on the use of nothing more than a multinomial EM algorithm, does not require the tuning of a learning rate, and has some favorable comparisons to IBM Model 2 in terms of F-Measure. The ideas presented could be applied to a wide range of NLP and machine learning problems.

Introduction
The IBM translation models (Brown et al. 1993) were the first Statistical Machine Translation (SMT) systems; their primary use in the current SMT pipeline is to seed more sophisticated models which need alignment tableaus to start their optimization procedure. Although there are several IBM Models, only IBM Model 1 can be formulated as a convex optimization problem. Other IBM Models have non-concave objective functions with multiple local optima, and solving a non-convex problem to optimality is typically a computationally intractable task. Recently, using a linearization technique, a convex relaxation of IBM Model 2 was proposed (Simion, Collins, and Stein 2013; 2014). In this work we generalize the methods introduced in (Simion, Collins, and Stein 2013) to yield a richer set of relaxation techniques. Our algorithms have comparable performance to previous work and have the potential for more applications.

We make the following contributions in this paper:
• We introduce a convexification method that may be applicable to a wide range of probabilistic models in NLP and machine learning. In particular, since the likelihood we are optimizing and the metric we are testing against are often not the same (e.g. for alignment tasks we want to maximize F-Measure, but F-Measure is not directly in the likelihood function), different relaxations should potentially be considered for different tasks. The crux of our approach relies on approximating the product \( \prod_{i=1}^{n} x_i \) with a concave function and as a supplement we present some theoretical analysis characterizing concave functions \( h \) that approximate this function.
• As a specific application, we introduce a generalized family of convex relaxations for IBM Model 2. Essentially, the relaxation is derived by replacing the product \( t(f_j|e_i) \times d(i|j) \) with \( h(t(f_j|e_i), d(i|j)) \) where \( h(x_1, x_2) \) is a concave upper envelope for \( x_1, x_2 \). We show how our results encompass the work of (Simion, Collins, and Stein 2013) as a special case.
• We detail an optimization algorithm for a particularly simple relaxation of IBM Model 2. Unlike the previous work in (Simion, Collins, and Stein 2013) which relied on an exponentiated subgradient (EG) optimization method and required the tuning of a learning rate, this relaxation can be approached in a much simpler fashion and can be optimized by an EM algorithm that is very similar to the one used for IBM Models 1 and 2. We show that our method achieves a performance very similar to that of IBM Model 2 seeded with IBM 1.

Notation. Throughout this paper, for any positive integer \( N \), we use \([N]\) to denote \( \{1 \ldots N\} \) and \([N]_+ \) to denote \( \{0 \ldots N\} \). We denote by \( \mathbb{R}_+^n \) and \( \mathbb{R}_+^{2n} \), the set of nonnegative and strictly positive \( n \) dimensional vectors, respectively. We denote by \([0,1]^n\) the \( n \)-dimensional unit cube.

Related Work
The IBM Models were introduced in (Brown et al. 1993) and since then there has been quite a bit of research on them and their variants (e.g. (Vogel, Ney, and Tillman 1996; Och and Ney 2003; Toutanova and Galley 2011; Moore 2004; Liang, Taskar, and Klein 2006)). For example, (Dyer, Chahuneau, and Smith 2013) recently proposed a (non-convex) variant of IBM Model 2 that focuses on generating “diagonal” alignments, allows for very fast parameter optimization, and empirically was shown to be superior to IBM Model 4 in generating quality translations. Moreover,

---

1We note that there are negative results which show that certain latent variable problems will have convex relaxations having the uniform solution as optimal (Guo and Schuurmans 2007). However, for IBM Model 2, the data breaks such symmetries, so any relaxation will be nontrivial.
Background on Alignment Models

In this section we give a brief survey of IBM Models 1 and 2 and the convex relaxations of Model 2, I2CR-1 and I2CR-2 (Simion, Collins, and Stein 2013). The standard approach in training parameters for IBM Models 1 and 2 is EM, whereas for models I2CR-1 and I2CR-2 an EG algorithm was developed.

We assume that our set of training examples is \((e^{(k)}, f^{(k)})\) for \(k = 1 \ldots n\), where \(e^{(k)}\) is the \(k\)'th English sentence and \(f^{(k)}\) is the \(k\)'th French sentence. The \(k\)'th English sentence is a sequence of words \(e^{(k)}_1 \ldots e^{(k)}_n\) where \(l_k\) is the length of the \(k\)'th English sentence, and each \(e^{(k)}_i\) \(\in E\); similarly the \(k\)'th French sentence is a sequence \(f^{(k)}_1 \ldots f^{(k)}_m\) where \(m_k\) is the length of the \(k\)'th French sentence, and each \(f^{(k)}_j\) \(\in F\).

We define \(e^{(k)}_0\) for \(k = 1 \ldots n\) to be a special NULL word (note that \(E\) contains the NULL word). For each English word \(e\), we will assume that \(D(e)\) is a dictionary specifying the set of possible French words that can be translations of \(e\). Finally, we define \(L = \max_{k=1}^n l_k\) and \(M = \max_{k=1}^n m_k\).

More details on the convex and non-convex IBM Models 1 and 2 optimization problems can be found in (Simion, Collins, and Stein 2013). The IBM Model 2 optimization problem is shown in Figure 1. We note that for this model the constraints are convex but the objective is not concave, causing the problem to be non-convex. IBM Model 1 has the same lexical parameters \(t\) as IBM Model 2 but the distortion parameters \(d\) are set to be uniform throughout, yielding a model with constraints given by Eq. 1 - 2 and concave objective given by

\[
\frac{1}{n} \sum_{k=1}^{n} \sum_{j=1}^{m_k} \log \sum_{i=0}^{l_k} t(f^{(k)}_j | e^{(k)}_i).
\]

Since the objective function for IBM Model 1 is concave, the EM algorithm will converge to a global maximum. A common heuristic is to initialize the \(t(f|e)\) parameters in EM optimization of IBM Model 2 using the output from the weaker IBM Model 1. Although this initialization heuristic has been shown to be effective in practice (Och and Ney 2003), there are no formal guarantees on its performance and there are non-convex IBM Model 2 variants which empirically do not work well with this type of initialization (Dyer, Chahuneau, and Smith 2013).

The I2CR-2 optimization problem is a convex relaxation of IBM Model 2. The constraints for I2CR-2 are those of IBM Model 2 while its objective is

\[
\frac{1}{2n} \sum_{k=1}^{n} \sum_{j=1}^{m_k} \log \sum_{i=0}^{l_k} t(f^{(k)}_j | e^{(k)}_i) + \frac{1}{2n} \sum_{k=1}^{n} \sum_{j=1}^{m_k} \log \sum_{i=0}^{l_k} \min \{ t(f^{(k)}_j | e^{(k)}_i), d(i,j) \}.
\]

Input: Define \(E, F, L, M, (e^{(k)}, f^{(k)}, l_k, m_k)\) for \(k = 1 \ldots n\), \(D(e)\) for \(e \in E\).

Parameters:

- A parameter \(t(f|e)\) for each \(e \in E, f \in D(e)\).
- A parameter \(d(i,j)\) for each \(i \in [L]_0, j \in [M]\).

Constraints:

\[
\begin{align*}
\forall e \in E, f \in D(e), & \quad t(f|e) \geq 0 \quad (1) \\
\forall e \in E, & \quad \sum_{f \in D(e)} t(f|e) = 1 \quad (2) \\
\forall i \in [L]_0, j \in [M], & \quad d(i,j) \geq 0 \quad (3) \\
\forall j \in [M], & \quad \sum_{i \in [L]_0} d(i,j) = 1 \quad (4)
\end{align*}
\]

Objective: Maximize

\[
\frac{1}{n} \sum_{k=1}^{n} \sum_{j=1}^{m_k} \log \sum_{i=0}^{l_k} t(f^{(k)}_j | e^{(k)}_i) d(i,j)
\]

with respect to the \(t(f|e)\) and \(d(i,j)\) parameters.

Figure 1: The IBM Model 2 Optimization Problem.

where \(\log^{+}(z) = \log(z + \lambda)\) and \(\lambda = .001\) is a small positive smoothing constant. The I2CR-2 objective is a convex combination of the concave IBM Model 1 objective and a direct (concave) relaxation of the IBM2 Model 2 objective, and hence is itself concave. The direct relaxation of IBM Model 2 is known as I2CR-1; the only difference between I2CR-1 and I2CR-2 is that I2CR-1 does not have an IBM Model 1 objective appended to its objective.

A Class of Concave Functions based on the Generalized Weighted Mean

In (Simion, Collins, and Stein 2013), model I2CR-2 is studied and, at a high level, the key component is to replace the non-concave function \(f(x) = \prod_{i=1}^{n} x_i\) by the concave function \(h(x) = \min_{i=1}^{n} x_i\). This is only one possible convexification; we now explore a much larger set of ways to convexify a product.

Definition 1. Let \((\alpha_1, \ldots, \alpha_n) \in (0,1)^n\) be such that \(\sum_{i=1}^{n} \alpha_i = 1\). For \(p \neq 0\) denote \(f_p : \mathbb{R}_{++}^n \rightarrow \mathbb{R}_{++}\) given by

\[
f_p(x_1, \ldots, x_n) = \left( \sum_{i=1}^{n} \alpha_i x_i^p \right)^{1/p}
\]

as the generalized weighted mean function. For \(p = 0\) denote \(f_0 : \mathbb{R}_{++}^n \rightarrow \mathbb{R}_{++}\) given by

\[
f_0(x_1, \ldots, x_n) = \prod_{i=1}^{n} x_i^{\alpha_i}
\]

as the generalized weighted geometric mean function.

Although the above definition restricts the domain to \(\mathbb{R}_{++}^n\), we extend the domain of \(f_p\) to \(\mathbb{R}^n\) by setting \(f_p(x)\)
to \(-\infty\) for any \(x \notin \mathbb{R}^n_{++}\). With this definition, \(f_p\) is defined everywhere and is a concave function (Boyd and Vandenberghe 2004). The results we need on the generalized weighted mean are detailed next along with some new material that serves as supplement. Theorems 1-2 and Lemma 1 are implicit in several sources in the literature ([Boyd and Vandenberghe 2004; Zalinescu 2002; Bullen, Mitrinovic, and Vasic 1987]).

**Theorem 1.** If \(p \leq 1\) then any \(f_p\) within the class of functions in Definition 1 is concave.

**Proof.** See Appendix C. \(\square\)

Using Theorem 1 and extending \(f_p\) to \(\mathbb{R}^n\), the generalized mean function thus gives us a family of concave functions defined everywhere. Interestingly, we note that the extremes

\[
\lim_{p \to 0} f_p(x) = \prod_{i=1}^{n} x_i^{x_i} = f_0(x)
\]

and

\[
\lim_{p \to -\infty} f_p(x) = \min\{x_1, \ldots, x_n\} = f_{-\infty}(x),
\]

are both concave and belong to this family.

**Lemma 1.** Let \(f_p(x)\) be defined as in Definition 1. We have

\[
\lim_{p \to 0} f_p(x) = \prod_{i=1}^{n} x_i^{x_i},
\]

and

\[
\lim_{p \to -\infty} f_p(x) = \min\{x_1, \ldots, x_n\}.
\]

**Proof.** See Appendix C. \(\square\)

Lemma 1 implies that \(f_p(x)\) can be identified for any \(p \leq 1\) and all \(x\) as being concave. Moreover, for \(x \in [0, 1]^n\), \(f_p(x)\) provides a monotonic concave upper envelope for \(\prod_{i=1}^{n} x_i\).

**Theorem 2.** Let \(f_p(x)\) be defined as in Definition 1. For \(x \in [0, 1]^n\) the generalized weighted mean function \(f_p(x)\) provides a monotonic concave envelope for \(\prod_{i=1}^{n} x_i\). In particular, we have

\[
\prod_{i=1}^{n} x_i \leq f_p(x) \leq f_q(x)
\]

for any \(p \leq q \leq 1\).

**Proof.** See Appendix C. \(\square\)

We next show that \(f_{-\infty}(x) = \min_{i=1}^{n} x_i\) is a special function when used to bound \(\prod_{i=1}^{n} x_i\) above by a positive-valued concave envelope. Specifically, we have that \(\min_{i=1}^{n} x_i\) is the tightest such upper bound, regardless of the class of functions we consider.

**Theorem 3.** Consider any concave function \(h : \mathbb{R}^n_{++} \to \mathbb{R}_+\) such that

\[
\prod_{i=1}^{n} x_i \leq h(x)
\]

for all \(x \in [0, 1]^n\). Then

\[
\min_{i=1}^{n} x_i \leq h(x)
\]

for all \(x \in [0, 1]^n\).

**Proof.** Due to space limitations, we consider only the case \(n = 2\). For a full proof, see Appendix D. Note that for any point of the type \((x_1, 1), (x_1, 0), (1, x_2),\) or \((0, x_2)\) the result follows easily, so without loss of generality consider \(x = (x_1, x_2) \in (0, 1)^2\) with \(x_1 \leq x_2\) and suppose by way of contradiction that \(h(x_1, x_2) < x_1\) and note that we have

\[
x_1 \leq x_2 h\left(\frac{x_1}{x_2}, 1\right)
\]

and

\[
0 < (1 - x_2)h(0, 0)
\]

by the positivity of \(h\) and the fact that \(h\) bounds the product of its arguments. Adding the above and using Jensen’s inequality we then have

\[
x_1 \leq x_2 h\left(\frac{x_1}{x_2}, 1\right) + (1 - x_2) h(0, 0) \leq h(x_1, x_2) < x_1.
\]

The above result yields a contradiction, and we now have that \(\min\{x_1, x_2\}\) is the tightest positive-valued upper bound on \(x_1 x_2\). \(\square\)

Although several upper bounds for \(\prod_{i=1}^{n} x_i\) with \(x \in [0, 1]^n\) are detailed above, we note that bounding \(\prod_{i=1}^{n} x_i\) below by a nontrivial positive-valued concave function is not possible, if \(n \geq 2\).

**Theorem 4.** Let \(n \geq 2\) and \(h : \mathbb{R}^n_{++} \to \mathbb{R}_+\) be a concave function such that

\[
h(x) \leq \prod_{i=1}^{n} x_i
\]

for all \(x \in [0, 1]^n\). Then \(h(x)\) is identically equal to zero.

**Proof.** If \(x\) has a component which is zero then \(h(x) \leq 0\) and hence \(h(x) = 0\) since \(h(x) \geq 0\). Choosing \(\theta \in (0, 1)\) and \(x \in (0, 1]^n\) yields that

\[
\theta h(x) + (1 - \theta) h(0) \leq h(\theta x) \leq \theta^n \prod_{i=1}^{n} x_i,
\]

and we note that the left hand side above is equal to \(\theta h(x)\). Dividing both sides by \(\theta\) we next have

\[
h(x) \leq \theta^{n-1} \prod_{i=1}^{n} x_i.
\]

Letting \(\theta \to 0\) in the last equation we get \(h(x) \leq 0\). Since we also have \(h(x) \geq 0\), we now have \(h(x) = 0\) for any \(x \in [0, 1]^n\), as needed. \(\square\)

The main takeaway of the above is that positive valued concave envelopes for \(\prod_{i=1}^{n} x_i\) are limited to upper envelopes such as those provided by \(f_p\) in Definition 1.
Input: Define \( E, F, L, M, (e^{(k)}, f^{(k)}, l_k, m_k) \) for \( k = 1 \ldots n, \) \( D(e) \) for \( e \in E. \) A positive-valued concave function \( h : \mathbb{R}_+^2 \rightarrow \mathbb{R}_+ \) such that
\[
x_1 x_2 \leq h(x_1, x_2),
\]
\( \forall (x_1, x_2) \in [0, 1]^2. \)
Parameters: Same as IBM Model 2.
Constraints: Same as IBM Model 2.
Objective: Maximize
\[
\frac{1}{n} \sum_{k=1}^{n} \sum_{j=1}^{m_k} \log \sum_{i=0}^{l_k} h(t(f_j(e^{(k)}), d(i|j))) \tag{8}
\]
with respect to the \( t(f|e) \) and \( d(i|j) \) parameters.

Figure 2: The I2CR (IBM 2 Convex Relaxation) Problem.
For any function \( h \) that is concave, the resulting optimization problem is a convex problem. I2CR-1 results from using \( h(x_1, x_2) = f_{-\infty}(x_1, x_2) = \min(x_1, x_2) \) in the above while I2CR-3 arises from using \( h(x_1, x_2) = f_0(x_1, x_2) = x_1^{\beta} x_2^{1-\beta} \) with \( \beta \in [0, 1]. \)

A Family of Convex IBM Model 2 Alternatives
(Simion, Collins, and Stein 2013) call their relaxations of IBM Model 2 I2CR-1 and I2CR-2. Since our methods subsume theirs, we use I2CR to denote the general optimization problem class that arises by using a special concave \( h \) instead of \( x_1 x_2 \) in IBM Model 2; see Figure 2. I2CR-3 and I2CR-4 are based on the particular concave function \( f_0(x_1, x_2) = x_1^{\beta} x_2^{1-\beta} \) (with \( \beta \in [0, 1] \)) from Definition 1.2 Although the focus is on the special case I2CR-3, the convexity proof we present is general and will imply that I2CR is a family of convex optimization problems. For a fixed \( h, \) any new relaxation of IBM Model 2 could then be optimized using a mini-batch EG method as discussed in (Simion, Collins, and Stein 2013). Because of the convexity of the problems that result, the optimization methods above are guaranteed to converge to a global solution.

The I2CR-3 Problem
The I2CR-3 problem is a special case of I2CR shown in Figure 2 using \( h = f_0. \) The key difference between this model and IBM Model 2 is that in the objective of IBM Model 2 we have replaced terms of the type \( t(f_j(e_i) \times d(i|j)) \) by \( \nu^3(f_j(e_i) \times d^{3-\beta}(i|j)), \) where \( \beta \in [0, 1]. \) We now state the main result needed to show that the objective of I2CR-3 is concave:

Lemma 2. Let \( T \) be a subset of \( [n] \) and consider \( h : \mathbb{R}_+^{|T|} \rightarrow \mathbb{R}_+ \) given by
\[
h(x_1, \ldots, x_n) = \prod_{i \in T} x_i^{\alpha_i},
\]
where \( \alpha_i \in (0, 1) \) \( \forall i \in T \) and \( \sum_{i \in T} \alpha_i = 1. \) Then \( h \) is concave.

Proof. Let \( g : \mathbb{R}_+^{|T|} \rightarrow \mathbb{R}_+ \) be given by
\[
g(x_1, \ldots, x_{|T|}) = \prod_{i=1}^{|T|} x_i^{\alpha_i}
\]
and note that \( g \) is concave by Theorem 4.1. Next we note that \( h(x) = g(Ax + b) \) where \( b = 0 \) and \( A \in \mathbb{R}^{n \times |T|} \) is a suitably chosen matrix which projects down from dimension \( n \) to \( |T| \). By the composition rule of a concave function with a linear transformation, \( h \) is a concave function (Boyd and Vandenberghe 2004).

Using the above Lemma, we can prove that functions such as
\[
h(x_1, x_2, x_3) = \sqrt{x_1 x_2} + \sqrt{x_2 x_3}
\]
are concave since they are the sum of two concave functions. We use this observation in the following theorem.

Theorem 5. The objective of I2CR-3 is concave.

Proof. Fix a specific training pair index \( k \) and target word position \( j \) within the objective of I2CR-3 given by Eq. 8. We first note that the \( \log \) is an increasing concave function (we define \( \log(x) = -\infty \) if \( x \leq 0 \)). Using Lemma 2 repeatedly the sum inside the logarithm in the objective of I2CR-3 (Eq. 8) is a sum of concave functions, and is hence itself concave. It is a well known rule that composing a concave increasing function (such as the logarithm) and a concave function yield a concave function (Boyd and Vandenberghe 2004). Hence, for a fixed \( k \) and \( j \), the objective of I2CR-3 is concave. Since the objective in Eq. 8 is a sum of concave functions, the result now follows.

Theorem 5 implies that I2CR-3 is a convex optimization problem since its objective is concave and the constraints form a polytope. In fact, note that an analogous Lemma 2 would hold for any concave function \( h \). With this observation we now have a recipe that can be carried out for any positive-valued concave function \( h \) thus yielding our main result: I2CR is a family of convex relaxations for IBM Model 2. In particular, this recipe is more general than the linearization technique in (Simion, Collins, and Stein 2013) and can be carried out for any concave function \( h \) in Figure 2. By using \( h = f_{-\infty} \) and applying Theorem 2 we have the tightest such relaxation: I2CR-1 (Simion, Collins, and Stein 2013). Interestingly, we will see later that a tighter relaxation does not necessarily give better alignment quality.

As a final comment, we remark that the new relaxation is not strictly convex for all datasets. However, similar to IBM Model 2, our sense is that the symmetries in the data that would result in non-strict convexity will be rare in real datasets — much more rare than the case of IBM Model 1, for which it is well known that the objective is not strictly
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convex for real-world datasets (Toutanova and Galley 2011). We leave further study of this to future work.\footnote{Noting that for $(\alpha_1, \alpha_2) \in (0,1)^2$ with $\alpha_1 + \alpha_2 < 1$ \( f_0(x_1, x_2) = x_1^{\alpha_1} x_2^{\alpha_2} \) is strictly concave (Zalinescu 2002), there is an easy remedy to guarantee strict convexity. In particular, using a degenerate \( f_0 \) we get the same EM algorithm as in Figure 3 (change $\beta$, $1 - \beta$ to $(\alpha_1, \alpha_2)$), but now have a strictly convex relaxation. Besides this, we could also use an \( l_2 \) regularizer. For more, see Appendix F.}

### The I2CR-4 Problem

Our initial experiments with I2CR-3 lead to better performance than IBM Model 1, but did not yield results as good as those of Model 2. (Simion, Collins, and Stein 2013) obtained better performance by appending an IBM Model 1 objective to the original convex relaxation I2CR-1 that they derived, and we felt that this might work for our model as well. To this end we call our new model I2CR-4 and note that its objective is the sum of one likelihood which places all its importance on the lexical terms (IBM1) and another (I2CR-3) that distributes weight on the lexical and distortion term via the geometric weighted mean:

\[
\frac{1}{2n} \sum_{k=1}^{n} \sum_{j=1}^{m_k} \log \sum_{l=0}^{l_k} t(f_j^{(k)}|e_i^{(k)}) + \frac{1}{2n} \sum_{k=1}^{n} \sum_{j=1}^{m_k} \log \sum_{l=0}^{l_k} t^\beta(f_j^{(k)}|e_i^{(k)}) d^{1-\beta}(i|j),
\]

This new model is still a convex optimization problem since its objective is concave (the sum of two concave functions is concave).

### An EM Algorithm for I2CR-4

We describe an EM algorithm for optimizing the I2CR-4 problem in Figure 3, and note that the memory and time requirements are the same as those of IBM Model 2’s EM algorithm. It is appealing to introduce a relaxation based on the weighted geometric mean specifically because a simple EM algorithm can be derived. For a proof and further discussion of the algorithm, see Appendix E.

### Decoding with I2CR-3 and I2CR-4

To obtain the highest probability alignment of a pair \( (e^{(k)}, f^{(k)}) \) using an IBM Model we need to find the \( a^{(k)} = \{a_1^{(k)}, \ldots, a_{m_k}^{(k)}\} \), which yields the highest probability \( p(f^{(k)}|a^{(k)}|e^{(k)}) \). There are various ways to use the estimated parameters from the IBM Models in decoding. For one, we could find the optimal alignment for I2CR-4 using IBM Model 2’s rule (this is the optimal rule for I2CR-3 as well). On the other hand, using the same methods as presented in (Simion, Collins, and Stein 2014) we can find the optimal vector \( a^{(k)} \) by splitting the maximization over the components of \( a^{(k)} \) and focusing on finding \( a_j^{(k)} \) given by

\[
a_j^{(k)} = \arg\max_{a_j} \left\{ t^{1+\beta}(f_j^{(k)}|e_i^{(k)}) d^{1-\beta}(a_j) \right\}.
\]

Finally, we also decode using IBM Model 1’s rule. Since the EM updates for IBM Model 1 do not take position at all into account, any reasonable convex relaxation of IBM Model 2 should always beat IBM Model 1 in lexical parameter quality.

### Experiments

In this section we describe experiments using the I2CR-3 and I2CR-4 optimization problems combined with the EM algorithm for these problems. For our experiments we only used $\beta = \frac{1}{5}$, but note that $\beta$ can be cross-validated for optimal performance.

### Data Sets

For our alignment experiments, we used a subset of the Canadian Hansards bilingual corpus with 247,878 English-French sentence pairs as training data, 37 sentences of development data, and 447 sentences of test data (Michalcea and Pederson 2003). As a second corpus, we considered a
training set of 48,706 Romanian-English sentence-pairs, a development set of 17 sentence pairs, and a test set of 248 sentence pairs (Michalcea and Pederson 2003). For our SMT experiments, we choose a subset of the English-German Europarl bilingual corpus, using 274,670 sentences for training, 1,806 for development, and 1,840 for test.

Methodology

For each of the models we follow convention in applying the following methodology: first, we estimate the \( t \times d \) parameters using models in both source-target and target-source directions; second, we find the most likely alignment for each development or test data sentence in each direction; third, we take the intersection of the two alignments as the final output from the model.

For our experiments, we report results in both AER (lower is better) and F-Measure (higher is better) (Och and Ney 2003). There is evidence (Fraser and Marcu 2007) that F-Measure is better correlated with translation quality than that of IBM Model 1. Moreover, I2CR-3 is strictly speaking worse than IBM Model 2 and its performance lies in-between that of IBM Model 1 and IBM Model 2. On the other hand, extracting the alignments from I2CR-4 with its natural decoding rule (using \( t \times \sqrt{t \times d} \)) produces better F-Measure scores than those of IBM Model 2. We feel that even though our convex models are not superior in every way to IBM Model 2, their relatively easy structure and similarity to IBM Model 2 offer some deep insights into what can be accomplished with a convex relaxation. Lastly, we note that it is possible that the balance between the \( t \) and \( d \) parameters in I2CR-3 should be more carefully chosen within the weighted geometric mean (recall that we used \( \beta = 1/2 \)) to produce the optimal results. Indeed, if we had set \( \beta = 1 \) in I2CR-3 we get IBM Model 1; on the other hand, setting \( \beta = 0 \) gives a model that ignores lexical parameters and has weak performance.

So as to better understand the need for an IBM Model 1 objective within our convex relaxation, we also compared I2CR-3 with I2CR-1 trained via the setup in (Simion, Collins, and Stein 2013). Our analysis found that I2CR-1 got AER and F-Measure scores that were very close to those of IBM Model 1 (using the same setup as (Simion, Collins, and Stein 2013), I2CR-1 has AER and F-Measure numbers that hover around .19 and .71, respectively, while IBM Model 1 has AER and F-Measure numbers close to .21 and .70, respectively). Since I2CR-3 performs better than I2CR-1, this says is that even though the min is a stronger relaxation of the product of two probabilities than the square root (c.f. Theorem 2), the objective (value) difference between a convex relaxation and the original problem it estimates is not the most important feature when picking between various relaxations.

Lastly, we also conducted SMT experiments using the cdec system (Dyer et al. 2010) on a subset of the Europarl English-German data using BLEU as our metric (Papineni et al. 2002) along with the “grow-diagonal-final” heuristic (Och and Ney 2003). In computing BLEU, we ran cdec three times over the data and report the average test BLEU score achieved. Using alignments generated by IBM Model 2 and I2CR-4 we respectively obtained BLEU scores of 0.175202 and 0.1751417. With the default FastAlign system cdec obtained 0.177983 BLEU.

Conclusions and Future Work

Generalizing the work of (Simion, Collins, and Stein 2013), we have introduced a class of convex relaxations for the unsupervised learning of alignments in statistical machine translation with performance comparable to the commonly-used IBM Model 2. Extending the convexity results of (Simion, Collins, and Stein 2013) allows us to better understand the old results and develop further applications. Future work will consider different relaxations within the class we have introduced, and apply our method to other NLP tasks and problems beyond IBM Model 2.

Table 1: Intersected results on the English-French data for IBM Model 2, I2CR-3, and I2CR-4 trained for 15 EM using either the IBM1 (\( t \)), IBM2 (\( t \times d \)), or I2CR-4 (\( t \times \sqrt{t \times d} \)) decoding.

<table>
<thead>
<tr>
<th>( t \times d )</th>
<th>( t \times d )</th>
<th>( t \times d )</th>
<th>( t \times d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AER</td>
<td>F-Measure</td>
<td>AER</td>
<td>F-Measure</td>
</tr>
<tr>
<td>IBM1</td>
<td>IBM2</td>
<td>I2CR-1</td>
<td>I2CR-3</td>
</tr>
<tr>
<td>1</td>
<td>0.2128</td>
<td>0.1470</td>
<td>0.1718</td>
</tr>
<tr>
<td>2</td>
<td>0.2235</td>
<td>0.1470</td>
<td>0.1718</td>
</tr>
<tr>
<td>3</td>
<td>0.1954</td>
<td>0.1470</td>
<td>0.1718</td>
</tr>
<tr>
<td>4</td>
<td>0.1941</td>
<td>0.1455</td>
<td>0.1718</td>
</tr>
<tr>
<td>5</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>6</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>7</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>8</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>9</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>10</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>11</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>12</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>13</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>14</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>15</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
</tbody>
</table>

Table 2: Performance of \( \beta = 0 \) on the English-French data for IBM Model 2, I2CR-3, and I2CR-4 trained for 15 EM using either the IBM1 (\( t \)), IBM2 (\( t \times d \)), or I2CR-4 (\( t \times \sqrt{t \times d} \)) decoding.

<table>
<thead>
<tr>
<th>( t \times d )</th>
<th>( t \times d )</th>
<th>( t \times d )</th>
<th>( t \times d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AER</td>
<td>F-Measure</td>
<td>AER</td>
<td>F-Measure</td>
</tr>
<tr>
<td>IBM1</td>
<td>IBM2</td>
<td>I2CR-1</td>
<td>I2CR-3</td>
</tr>
<tr>
<td>1</td>
<td>0.2128</td>
<td>0.1470</td>
<td>0.1718</td>
</tr>
<tr>
<td>2</td>
<td>0.2235</td>
<td>0.1470</td>
<td>0.1718</td>
</tr>
<tr>
<td>3</td>
<td>0.1954</td>
<td>0.1470</td>
<td>0.1718</td>
</tr>
<tr>
<td>4</td>
<td>0.1941</td>
<td>0.1455</td>
<td>0.1718</td>
</tr>
<tr>
<td>5</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>6</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>7</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>8</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>9</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>10</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>11</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>12</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>13</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>14</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
<tr>
<td>15</td>
<td>0.1893</td>
<td>0.1430</td>
<td>0.1718</td>
</tr>
</tbody>
</table>
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