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Abstract

With the pervasion of social media, topic identification in short texts attracts increasing attention in recent years. However, in nature the texts of social media are short and noisy, and the structures are sparse and dynamic, resulting in difficulty to identify topic categories exactly from online social media. Inspired by social science findings that preference consistency and social contagion are observed in social media, we investigate topic identification in short and noisy texts by exploring social context from the perspective of social sciences. In particular, we present a mathematical optimization formulation that incorporates the preference consistency and social contagion theories into a supervised learning method, and conduct feature selection to tackle short and noisy texts in social media, which result in a Sociological framework for Topic Identification (STI). Experimental results on real-world datasets from Twitter and Citation Network demonstrate the effectiveness of the proposed framework. Further experiments are conducted to understand the importance of social context in topic identification.

Introduction

Topic identification concerns a problem of predicting terms in text which indicate its subject or category, which has been extensively studied and applied in many content analysis applications, such as natural language processing (Murnane, Haslhofer, and Lagoze 2013; Vavliakis, Symeonidis, and Mitkas 2013), information retrieval (Jayaratna, Patra, and Shipman 2013), sentiment classification (Zheng et al. 2014; Li et al. 2014) and data mining (Ren and Wu 2013; Li, Jin, and Long 2012). With the pervasion of social media, short texts have become a popular mean of expression, through which users can easily produce content on various topics. Unlike a classical text with many words that provides sufficient word occurrences and helps gather sufficient statistics, a short text only consists of a few phrases or 1-2 sentences and may not carry enough contextual clues, even suffers from the severe issue of data sparsity; Hence, inferring unknown topics in short texts attracts increasing attention in recent years.

Existing topic identification algorithms can be roughly categorized into two groups: content-based approaches (Hu et al. 2009; Nicoletti, Schiaffino, and Godoy 2013; Chen et al. 2012), and content and link-based approaches (Weng et al. 2009; Vavliakis, Symeonidis, and Mitkas 2013; Takahashi, Tomioka, and Yamanishi 2014). The content-based approaches mainly fetch external text to expand the short text and then build a feature space directly for clustering and classification. For example, semantic expansion based on general knowledge (such as Open Directory Project(Benggel et al. 2004), Wordnet(Clifton, Cooley, and Rennie 2004) and Wikipedia (Egozi, Markovitch, and Gabrilovich 2011; Coursey, Mihalcea, and Moen 2009)) leverage the concepts or categories of knowledge sources to discover related topics. While the content and link-based approaches try to infer topics based on the combination of statistical topic modeling with network analysis. Many theoretical models and systems have been developed for topic identification, social network associated with short texts has rarely been studied.

In social sciences, it is well-perceived that user preferences or behaviors on specific topic categories play an important role in our social life and correlate with our social relations(Wang et al. 2014). The following two processes are proposed to explain social phenomena on popular topic categories: people are more likely to have consistent preferences in a specific short time interval, which has been recognized as preference consistency; people tend to influence others or their friends through a consequence of interactions and feedbacks based on specific topic categories, which has been recognized as social contagion. Inspired by these sociological observations, we explore the utilization of social context to facilitate topic identification in short and noisy texts.

In this paper, we aim to provide a supervised approach to topic identification in short and noisy texts by taking advantage of social context in tackling the noisy nature of messages. In particular, we first investigate whether social theories exist in the application of short and noisy texts. Then we discuss how the social context could be modeled and utilized for supervised topic identification. Finally, we conduct extensive experiments to verify the proposed model. Our contributions are summarized as follows,

- Demonstrate the existence of preference consistency theory and social contagion theory, and build message-message correlation relations;
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• Propose a novel supervised framework, STI, to tackle short and noisy texts by integrating correlation relations between messages; and

• Evaluate STI on real-word datasets from Twitter and Citation Network, and elaborate the importance of different social theories on topic identification.

The rest of the paper is organized as follows. In Section 2, we analyze the real-world datasets and present motivating observations of social theories. In Section 3, we propose a novel framework for identifying topic categories. In Section 4, we report experimental results on real-world datasets with discussions. We finally conclude and present the future work in Section 5.

Notation
Let $T = [X, Y]$ be a corpus, where $X \in \mathbb{R}^{m \times n}$ is the message-feature matrix, $Y \in \mathbb{R}^{n \times c}$ is the topic label matrix, $m$ is the number of features, $n$ is the number of messages and $c$ is the number of topic labels. For each message in the corpus $T = \{m_1, m_2, \cdots, m_n\}$, $m_i = (x_i, y_i) \in \mathbb{R}^{m+c}$ consists of short text messages and topic labels, where $x_i \in \mathbb{R}^m$ is the message feature vector and $y_i \in \mathbb{R}^c$ is the topic label vector. In this paper, we focus on several specific topic categories i.e., $c = 4$. It is practical to extend this setting to more topic categories.

$U \in \mathbb{R}^{d \times n}$ is a user-message matrix, where $U_{ij} = 1$ denotes that $m_j$ is posted by user $u_i$, $R \in \mathbb{R}^{d \times d}$ is the user-user matrix, where $R_{ij} = 1$ indicates that user $u_i$ is connected by user $u_j$.

We formally define topic identification of short and noisy text messages as,

Given a corpus of short text messages $T$ with content $X$ and corresponding topic labels $Y$, social relations for this corpus including the user-message relation $U$, and user-user relation $R$, we aim to learn a classifier $W$ to automatically assign topic labels to unknown messages.

Data Analysis and Motivating Observations
In this section, we first collect two available datasets for this study, Obama-Romney Debate (ORD) from Twitter, and AMiner Citation Network Dataset (ACND) from Citation Network respectively. Then, we present some motivating observations about social theories on topic identification.

Data Analysis
Both datasets consist of short text messages generated by users, social relations, and corresponding topic labels.

The first dataset is the Twitter data during the presidential debate in October 2012 between Barack Obama and Mitt Romney (ORD). We only extract four topics’ debate: healthcare, immigration, foreign policy, and national defense authorization act (NDAA). The great majority of topic labels are annotated through hashtags in tweets, and only a quite small tweets without hashtags are manually labeled according to other tweets with hashtags at the same time interval.

Social relations are built from retweet links and follow relations. All tweets whose authors have published fewer than two tweets are filtered.

The second dataset is the citation network (Tang et al. 2008) which contains the basic bibliographic information of computer science publications. We first extract all the papers published at four different conferences, VLDB, SIGIR, SIGKDD and NIPS. For each paper, we extract title and all authors. The title is taken as short text messages. Then, we construct social relations from the coauthor network. The authors with less than two papers published are filtered.

Some statistics of the datasets are summarized in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>ORD</th>
<th>ACND</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Messages</td>
<td>12474</td>
<td>15996</td>
</tr>
<tr>
<td># of Users</td>
<td>3712</td>
<td>7114</td>
</tr>
<tr>
<td># of Relations</td>
<td>13872</td>
<td>35755</td>
</tr>
<tr>
<td>Avg. Messages per User</td>
<td>3.36</td>
<td>2.45</td>
</tr>
<tr>
<td>Avg. Lengths per Message</td>
<td>35.74</td>
<td>10.84</td>
</tr>
</tbody>
</table>

Motivating Observations of Social Theories about Popular Topic Categories
Recently, some researchers report the social theories related to topic categories in online social media, such as homophily (McPherson, Smith-Lovin, and Cook 2001), consistency (Abelson 1983) and contagion (Shalizi and Thomas 2011; Harrigan, Achananuparp, and Lim 2012). In this subsection, we investigate preference consistency and social contagion in popular topic categories via correlation between relational data and random data. Specifically, in the context of short texts, we pose two questions,

• Are the topic categories of two messages posted by the same user more likely to be consistent than those of two randomly selected messages?

• Are the topic categories of two messages posted by friends more likely to be similar than those of two randomly selected messages?

To answer the above two questions, we have to define the topic difference score as $D_{ij} = ||y_i - y_j||$, where $y_i$ denotes the topic label of message $x_i$. $D_{ij} = 0$, if $y_i$ and $y_j$ are the same topic label, otherwise 1. To answer the first question, we obtain two vectors $tv_s$ and $tv_r$ with equal number of elements. Each element of vector $tv_s$ represents the topic difference score between $m_i$ and $m_j$ posted by the same user, while the element of vector $tv_r$ denotes the topic difference score between $m_i$ and another random $m_{r_i}$. Then, we construct a two-sample t-test on $tv_s$ and $tv_r$. The null hypothesis is $H_0: tv_s = tv_r$, is that there is no difference between the two vectors. The alternative hypothesis is $H_1: tv_s < tv_r$, is that the difference between messages with the same user is less than those messages with random users. For both datasets, the null hypothesis is rejected at significance level $\alpha = 0.01$ with $p$-value of 4.52e-20 and 2.47e-16 in ORD and ACND, respectively. The evidence from t-test suggests a positive answer to the first question: with high probability, the topic cat-
categories of two messages posted by the same user have higher consistency than those of two randomly selected messages.

For the second question, we also construct two vectors $\mathbf{tv}_f$ and $\mathbf{tv}_r$, where each element denotes the topic difference score between $m_i$ and $m_j$ posted by the users with friend relation. The null hypothesis is $H_0: \mathbf{tv}_f = \mathbf{tv}_r$, and the alternative hypothesis is $H_1: \mathbf{tv}_f < \mathbf{tv}_r$. The t-test results show that there is strong evidence (at significance level $\alpha = 0.01$ with p-value of 5.51e-30 and 4.78e-23) to reject the null hypothesis in both tests on the above two datasets, which supports that the topic categories of two messages posted by friends are more likely to be similar than those of two randomly selected messages.

Positive answers to both questions provide evidence of the existence of preference consistency and social contagion in topic categories. With the verification of two problems, we next study how to exploit these two social theories for topic identification in short and noisy texts.

Our Framework

In this section, we first give the representation of short and noisy texts based on feature selection. Then, we model message content and correlation relations between messages based on social theories. Finally, we present our problem solution to implement topic identification in social media.

Introducing Feature Selection

Feature selection has recently emerged as a powerful means to obtain models of high-dimension data with high degree of interpretability, at low computational cost. A natural approach to topic identification is the lasso (Hastie et al. 2009), the penalization of the $\ell_1$-norm of the estimator. The $\ell_{2,1}$-norm based linear reconstruction error minimization can lead to a sparse representation for the texts, which is robust to the noisy in features. The multi-class classifier can be learned by solving the following optimization problem,

$$
\min_{W} \frac{1}{2} \left\| X^TW - Y \right\|^2_F + \beta \left\| W \right\|_{2,1}
$$

where $W$ represents the learned classifiers, $\beta$ denotes the sparse regularization parameter. In the objective function, the first term is Least Squares, which is employed to fit the learned model to message content. In terms of multi-class classification problems, the Least Squares aims to learn $c$ classifiers by solving optimization problem. The second term is $\ell_{2,1}$-norm regularization on weight matrix $W$, which causes most of the coefficients to be exactly zero. The lasso can be regarded as a kind of continuous subset selection, which also controls the complexity of the model.

Representing Message Content

To find a better text representation for topic identification, we perform a series of basic text preprocessing, such as removing stop-words and stemming, and then employ some feature selection models (Baccianella, Esuli, and Sebastiani 2013) to construct the text representation feature space. We investigate the following three widely used feature spaces for modeling message content,

- The unigram model (Unigram) with term presence, but not frequency;
- The term frequency model (TF); and
- The term frequency-inverse document frequency model (TF-IDF).

From these definitions of text representation, all feature values are normalized and ranged within [0, 1]. Note that in this paper, we do not consider the semantic annotation or expansion and leave it to our future work.

Modeling Social Context

We further extend framework to utilize social relations for topic identification. In order to transform user-message relations and social relations into correlation relations between messages, we model the following two social theories in topic identification,

- Preference consistency regularization: given user-message matrix $U$ and user-user matrix $R$, the message-message correlation matrix for preference consistency ($IC_{\text{consistency}}$) is defined as $IC_{\text{consistency}} = U^T \times U$, where $IC_{\text{consistency}} = 1$ indicates that $m_i$ and $m_j$ are posted by the same user, and topic categories of two messages are consistent. To integrate correlation relations between messages in topic identification, we build a latent connection to make two messages as close as possible if they are posted by the same user ($\text{Consistency}$). Under this scenario, it can be mathematically formulated as solving the following objective function,

$$
\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} IC_{\text{consistency}}(ij) \left\| Y_{is} - Y_{js} \right\|^2
= \sum_{k=1}^{c} Y_{sk}^T(D - IC_{\text{consistency}})Y_{sk}
$$

where $\text{tr}(\cdot)$ denotes the trace of matrix. $Y = X^TW$ is the fitted value of topic label $Y$. $L_{\text{consistency}} = D - IC_{\text{consistency}}$ is the Laplacian matrix (Chung 1997), where $IC_{\text{consistency}} \in \mathbb{R}^{n \times n}$ is a message-message correlation matrix with preference consistency theory representing an undirected graph. $IC_{\text{consistency}}(ij) = 1$ indicates that $m_i$ is related to $m_j$, and $IC_{\text{consistency}}(ij) = 0$ otherwise. $D \in \mathbb{R}^{n \times n}$ is a diagonal matrix with $D_{ii} = \sum_{j=1}^{n} IC_{\text{consistency}}(ij)$ indicating its diagonal element is the degree of a message in relation matrix $IC_{\text{consistency}}$.

- Social contagion regularization: the message-message correlation matrix for social contagion ($IC_{\text{contagion}}$) is defined as $IC_{\text{contagion}} = U^T \times R \times U$, where $IC_{\text{contagion}} = 1$ indicates that the author of $m_i$ is a friend of the author who posts $m_i$, and topic categories of the two messages are the same. We build a latent connection to make two messages as close as possible if two users are retweet/coauthor with each other ($\text{Contagion}$); hence, it can be mathematically formulated as solving the following objective function,
\[
\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} |C_{\text{contagion}}(ij)| \| Y_{is} - Y_{js} \|^2 \\
= \sum_{k=1}^{c} Y_{sk}^T (D' - IC_{\text{contagion}}) Y_{sk} \\
= tr(Y^T L_{\text{contagion}} Y)
\]

where \( L_{\text{contagion}} = D' - IC_{\text{contagion}} \) is the Laplacian matrix, where \( IC_{\text{contagion}} \in \mathbb{R}^{n \times n} \) is a message-message correlation matrix with social contagion theory to represent an undirected graph. \( IC_{\text{contagion}}(ij) = 1 \) indicates that \( m_i \) is related to \( m_j \), and \( IC_{\text{contagion}}ij = 0 \) otherwise. \( D' \in \mathbb{R}^{n \times n} \) is a diagonal matrix with \( D'_{ii} = \sum_{j=1}^{n} IC_{\text{contagion}}(ij) \) indicating its diagonal element is the degree of a message in relation matrix \( IC_{\text{contagion}} \).

### A Sociological Framework for Topic Identification

With the definition of preference consistency regularization and social contagion regularization, we propose a sociological framework for topic identification in short and noisy texts, \( STI \), based on Laplacian regularization about message-message correlation relations while exploiting preference consistency theory and social contagion theory. \( STI \) is to solve the following optimization problem,

\[
\min_{W \in \mathbb{Z}} F(W) = \frac{1}{2} \| X^T W - Y \|^2_2 + \alpha tr(Y^T L_{\text{consistency}} Y) \\
+ \beta tr(Y^T L_{\text{contagion}} Y) + \gamma \| W \|_{2,1} + \frac{\delta}{2} \| W \|^2_2
\]

where \( Z = \{ W \mid \| W \|_{2,1} \leq z \} \), \( z \geq 0 \) is the radius of the \( \ell_1 \)-ball. \( \alpha \) and \( \beta \) are positive regularization parameters, which are used to control the contributions of different correlation relations. \( \gamma \) is a positive parameter and denotes the sparse regularization parameter. \( \delta \) is also a positive parameter and is used to prevent over-fitting. The last two terms are equivalent to elastic net (EN) regularization (Zou and Hastie 2005). By solving Eq.4, the topic label of each message can be predicted by,

\[
\arg \max_{W \in \mathbb{Z}} x^T w_i
\]

Next, we introduce an efficient algorithm to solve the optimization problem in Eq.4. We follow the formulation from Jun Liu et al. (Liu, Ji, and Ye 2009) using proximal gradient descent method, then \( W_{t+1} \) is updated in each step as,

\[
W_{t+1} = \arg \min_{W \in \mathbb{Z}} G_{\lambda_t, W_t}(W)
\]

where,

\[
G_{\lambda_t, W_t}(W) = F(W_t) + \langle \nabla F(W_t), W - W_t \rangle \\
+ \frac{\lambda_t}{2} \| W - W_t \|^2_2
\]

### Experiments

In this section, we conduct experiments to evaluate the effectiveness of our proposed framework \( STI \). Through the experiments, we aim to answer the following two questions,

1. How effective is the proposed framework, \( STI \), compared with other methods of topic classification?
2. What are the effects of topic correlation relations between messages on the performance of topic identification?

### Experimental Settings and Evaluation Metric

The experimental settings of topic identification are described as follows: we randomly divide dataset \( A \) into two parts \( L \) and \( N \). \( L \) possesses 80% of \( A \) used for training. The left 20% of \( A \) denoted as \( N \) is designated for testing. In each round of experiment, we choose \( x \% \) of \( L \) as the amount of data used for training. \( x \) is varied as \{10, 30, 50, 80, 100\}.

We follow the common metric for supervised learning to evaluate the performance of the proposed framework. In details, we take the labels of topic categories obtained by learning model as the set of identified results, denoting as \( R \). Then, the Identification Accuracy (IA) is defined as,

\[
IA = \frac{|N \cap R|}{|N|}
\]

where \( |\cdot| \) denotes the size of a set. We use five-fold cross validation to ensure that our results are reliable, and average the result on the evaluation metric.

### Performance Evaluation with Different Topic Classification Methods

To answer the first question, we compare the proposed framework, \( STI \), with the following representative methods,

- **Least Squares**: Least squares (Hastie et al. 2009) is a widely used supervised classification method for independent and identically distributed data;
- **Lasso**: Lasso (Hastie et al. 2009) is one of the most popular feature selection methods, which is an alternative regularized version of least squares;
- **SVM**: Support Vector Machine (Suykens and Vandewalle 1999) is one of the most popular supervised learning models with associated learning algorithms that analyze data and recognize patterns, which solves classification and regression problems;
- **LS_Relation**: Least squares is applied on text content and topic correlation relations together. In this paper, the topic correlation relations are used as feature expansion for the feature space of each short text. If a short text \( m_i \) is correlated to another short text \( m_j \), we add the features of short text \( m_i \) into \( m_j \)'s feature vector. The following Lasso_Relation methods use the same method to expand feature space; and
- **Lasso_Relation**: Lasso is applied on text content and topic correlation relations together, which is the sparse version of the method of LS_Relation.
In this group of experiments, we first set $\alpha = \beta$ which means that the two correlation relation matrices are simply combined with equal weight. Then, we tune $\gamma$ and $\delta$ via common cross-validation. For general experiment purposes, we set $\alpha = \beta = 0.1$ for ORD, and $\alpha = \beta = 0.5$ for ACND. Let set $\gamma = 0.5$ for ORD and $\gamma = 0.1$ for ACND experimentally. Similarly, we set $\delta = 1$ for ORD and $\delta = 0.2$ for ACND experimentally. The experiment results are shown in Figure 1.

By comparing the results of different methods, we draw the following observations,

- Our proposed framework consistently outperforms other baseline methods based on the same performance metric, namely, STI achieves better performance than the other baseline methods when using a small training dataset;
- Compared with the text-based methods, the performance of LS_Relation, Lasso_Relation and STI is better than Least Squares, Lasso and SVM, which indicates that these integrated relations methods are able to achieve better performance by introducing social relations into feature augmentation of the text feature space and regularization. In particular, our framework obtains significant improvement;
- The feature selection-based methods, such as Lasso,

**Lasso_Relation** and STI, achieve better performance than Least Squares and SVM, which suggest that a sparse solution of the feature space is an effective way to tackle with short and noisy texts. The introduction of sparse regularization has positive impacts on the proposed topic identification method; and

- Among the methods of incorporating social relations, STI obtain the best performance of both datasets with different sizes of training data, which demonstrates that the regularization way of correlation relations between messages outperforms the text feature space augmentation based on social relations.

In summary, we perform t-test on all comparisons and the t-test results suggest that all improvement is significant. With the help of regularization based on correlation relations between messages, the proposed framework, STI, gains significant improvement over representative baseline methods, which answers the first question asked at the beginning of this section that STI is effective in topic identification compared with other baseline methods.

**Impact of Correlation Relations between Messages in STI**

In this subsection, we study the importance of topic correlation relations between messages in STI and accordingly answer the second question at the beginning of this section.

We conduct experiments with separating two topic correlation relations to further understand the impact of each relation on the performance of topic identification. We take STI without correlation relations as the baseline method. In this experiment, the value of $\alpha$ and $\beta$ are varied as $\{0, 0.01, 0.1, 0.5, 1, 10\}$, and the results are shown in Figure 2 for ORD and ACND, respectively. “PC” and “SC” denote that the performance of preference consistency and social contagion, respectively.

By comparing the results of different $\alpha$ and $\beta$, we draw the following observations,

- The results suggest that the proposed framework STI can achieve relatively good performance when $\alpha$ and $\beta$ are in the range of $[0.1, 0.5]$. The curves of PC reach the peak at $\alpha = \beta = 0.1$, and the curves of SC reach the peak at $\beta = 0.1$ and $\beta = 0.5$ respectively;
- Intuitively, for most tuned parameters, the identification accuracy with PC and SC is higher than the baseline method, which suggests that PC and SC are not sensitive to parameter setting. Hence, it is not necessary to make much effort to tune the parameters. In addition, with any one of topic correlation relations, STI can also improve the performance of topic identification as well; and
- With different parameter settings, SC has a stronger impact on the framework than PC on ORD dataset, conversely, PC has a stronger impact than SC on ACND dataset. A potential reason is that the types of social relations are different on two datasets.

In summary, the results of experiments further demonstrate the importance of modeling topic correlation relations
between messages in topic identification, which correspondingly answer the second question. In addition, an appropriate combination of feature selection model and relation regularizations based on social theories can greatly improve the performance of topic identification.

**Impact of Data Representation Methods for Text Content**

There are many measurements for feature selection and in this subsection, we investigate the impact of different feature selection measurements in the proposed framework STI. In this experiment, we fix the number of features as 3000. Table 2 demonstrates the performance of the proposed framework with different feature selection measurements on ACND. We omit the results on ORD since we have similar observations. From Table 2, we observe that,

- Different measurements may lead to different performance for STI. The performance of “TF” and “TF-IDF” is very similar, which are much better than that of “Unigram”; and
- Feature selection for text representation also plays an important role in the supervised learning model.

The above results show the importance of feature selection for text representation in topic identification by modeling message-feature matrix in our framework.

**Conclusion and Future Work**

With the pervasion of social media, short texts have become a popular mean of expression, through which users can easily produce content on various topics. As the classical machine learning approaches heavily rely on the term co-occurrence information, the short and noisy texts unduly influence the significant improvement of the performance about topic identification. In this paper, we investigate topic identification in short and noisy texts by exploring social context from the perspective of social sciences, which results in a framework, STI. In particular, we first verify existence of social theories in short texts. Then we model preference consistency theory and social contagion theory in message-message correlation relations. Finally, a sociological framework is proposed for identifying topic categories. Experimental results on a real-world datasets from Twitter and Citation Network demonstrate the effectiveness of the proposed framework.

There are several interesting directions for future work. It is interesting to explore whether: (1) we plan to consider the semantic annotation and expansion based on external resources such as Wikipedia and WordNet for improving the accuracy of topic identification in short and noisy texts; (2) we will explore social theories and social context on other applications with short and noisy texts, such as sentiment classification and word sense disambiguation.
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