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Abstract
We present three new filtering algorithms for the Disjunctive constraint that all have a linear running time complexity in the number of tasks. The first algorithm filters the tasks according to the rules of the time tabling. The second algorithm performs an overload check that could also be used for the Cumulative constraint. The third algorithm enforces the rules of detectable precedences. The two last algorithms use a new data structure that we introduce and that we call the time line. This data structure provides many constant time operations that were previously implemented in logarithmic time by the $\Theta$-tree data structure. Experiments show that these new algorithms are competitive even for a small number of tasks and outperform existing algorithms as the number of tasks increases.

Introduction
Constraint programming offers many ways to model and solve scheduling problems. The Disjunctive constraint allows to model problems where the tasks cannot be executed concurrently. The Cumulative constraint models the problems where a limited number of tasks can execute simultaneously. With these constraints come multiple filtering algorithms that prune the search space. Since these algorithms are called thousands of times during the search, it is essential to design them for efficiency. Data structures can contribute to the efficiency of these algorithms.

For the constraint All-Different, that is a special case of the constraints Disjunctive and Cumulative, (Puget 1998) proposed an $O(n \log n)$ filtering algorithm. The factor $\log n$ comes from the operations achieved on a balanced tree of depth $\log n$. This algorithm was outperformed by linear time algorithms (López-Ortiz et al. 2003; Mehlhorn and Thiel 2000) that both use union find data structures to achieve equivalent operations. More recently, (Vilím 2007) proposed new data structures called $\Theta$-tree and $\Theta$-\lambda tree that are balanced trees of depth $\log n$. These data structures led to filtering algorithms for the Disjunctive and Cumulative constraints including filtering algorithms based on overload check, not-first / not-last, detectable precedences (Vilím, Barták, and Čepík 2004), edge-finder (Vilím 2009), extended-edge-finder, and time-table-finder (Ouellet and Quimper 2013). These algorithms have a $\log n$ factor in their running time complexities that originates from the balanced tree. We propose to modify some of these algorithms using a union find data structure, as it was done for the All-Different, to obtain linear time filtering algorithms.

The paper is divided as follows. We review the disjunctive constraint as well as three filtering techniques: time tabling, overload check, and detectable precedences. We introduce a new algorithm for time-tabling. We propose the time line data structure. We present an overload check and an algorithm applying the detectable precedences rules using the new time line data structure. Finally, we show experimental results and conclude.

The Disjunctive Constraint
We consider the scheduling problem where $n$ tasks (denoted $I = \{1, \ldots, n\}$) compete to be executed, one by one, without interruption, on the same resource. Each task has an earliest starting time $\text{est}_i \in \mathbb{Z}$, a latest completion time $\text{lct}_i \in \mathbb{Z}$, and a processing time $p_i \in \mathbb{Z}^+$. From these properties, one can compute the latest starting time $\text{lct}_i = \text{lct}_i - p_i$ and the earliest completion time $\text{ect}_i = \text{est}_i + p_i$. Let $S_i$ be the starting time of task $i$ with domain $\text{dom}(S_i) = [\text{est}_i, \text{lct}_i]$. The constraint Disjunctive($[S_1, \ldots, S_n]$) is satisfied when $S_i + p_i \leq S_j \lor S_i + p_j \leq S_i$ for all pairs of tasks $i \neq j$. A solution to the Disjunctive constraint is a solution to the disjunctive scheduling problem.

It is NP-complete to decide whether the Disjunctive constraint is satisfiable and therefore it is NP-hard to enforce bounds consistency on this constraint. However, when $p_i = 1$, the constraint becomes the All-Different constraint and bounds consistency can be achieved in linear time (López-Ortiz et al. 2003). When $p_i = p_j$ for all $i, j \in I$, the constraint becomes an Inter-Distance constraint and bounds consistency can be achieved in quadratic time (Quimper, López-Ortiz, and Pesant 2006).

The earliest starting time, the latest completion time, and the processing time can be generalized to a set of tasks.

$$\text{est}_\Omega = \min_{i \in \Omega} \text{est}_i \quad \text{lct}_\Omega = \max_{i \in \Omega} \text{lct}_i \quad p_\Omega = \sum_{i \in \Omega} p_i$$

The earliest completion time (latest starting time) of a set of tasks can be approximated as follows. This corresponds to
the relaxation where the tasks can be preempted.
\[
ect_\Omega = \max_{0 \leq \theta \leq \Omega} (\text{est}_\theta + p_\theta) \quad \text{lst}_\Omega = \min_{0 \leq \theta \leq \Omega} (\text{lct}_\theta - p_\theta)
\]
For empty sets, we have \(\text{ect}_\emptyset = \text{lct}_\emptyset = -\infty\) and \(\text{est}_\emptyset = \text{lst}_\emptyset = \infty\).

Even though it is \(\text{NP-Hard}\) to filter the \DISJOINT constraint, there exist pruning rules that can be enforced in polynomial time. All the rules we present aim at delaying the earliest starting time of the tasks. To advance the latest completion time, one can create the symmetric problem where task \(i\) is transformed into a task \(i'\) such that \(\text{est}_{i'} = -\text{lct}_i\), \(\text{lct}_{i'} = -\text{est}_i\), and \(p_{i'} = p_i\). Delaying the earliest completion time in the symmetric problem prunes the latest completion time in the original problem.

**Time-tabling** The time-tabling rule exploits the fact that a task \(i\) must execute within the semi-open time interval \([\text{lst}_i, \text{ect}_i)\) when \(\text{lst}_i < \text{ect}_i\). This interval is called the **compulsory part**. The compulsory part of a task makes the resource unavailable for the execution of the other tasks. Consequently, if there exists a task \(i\) such that \(\text{lst}_i < \text{ect}_i\) and there exists a task \(j\) that satisfies \(\text{ect}_j > \text{lst}_i\), then \(j\) must execute after \(i\).

\[
\text{lst}_i < \text{ect}_j \land \text{lst}_i < \text{ect}_j \Rightarrow \text{est}_j' = \max(\text{est}_j, \text{ect}_i)
\]  

(1)

Several algorithms apply the time-tabling rules (Le Pape 1988; Beldiceanu and Carlsson 2002; Beldiceanu, Carlsson, and Poder 2008; Letort, Beldiceanu, and Carlsson 2012; Ouellet and Quimper 2013). Most of them were designed for the \CUMULATIVE constraint but can also be used for the more restrictive case of the \DISJOINT constraint. The fastest algorithm by (Ouellet and Quimper 2013) runs in \(O(n \log n)\) time.

**Overload check** The overload check does not filter the search space, but detects an inconsistency and triggers a backtrack during the search process. The overload fails when it detects a set of task \(\Omega \subseteq I\) for which the earliest completion time exceeds the latest completion time.

\[
\text{ect}_\Omega > \text{lct}_\Omega \Rightarrow \text{Fail}
\]  

(2)

(Vilím 2004) proposes an algorithm that runs in \(O(n \log n)\). (Wolf and Schrader 2005) propose an overload check for the \CUMULATIVE constraint.

**Detectable precedences** The precedence relation \(i \prec j\) indicates that the task \(i\) must execute before task \(j\). The precedence can also be established between sets of tasks, for instance, \(\Omega \prec i\) indicates that the task \(i\) must execute after all tasks in \(\Omega\). When \(\text{ect}_i > \text{lst}_j\) holds, we say that the precedence \(j \prec i\) is *detectable*. The technique of detectable precedences consists of finding, for a task \(i\), the set of tasks \(\Omega_i = \{j \in I \setminus \{i\} \mid \text{ect}_j > \text{lst}_j\}\) for which there exists a detectable precedence with \(i\). Once this set is discovered, one can delay the earliest starting time of \(i\) up to \(\text{ect}_{\Omega_i}\).

\[
\text{est}_i' = \max(\text{est}_i, \text{ect}_{\{i \in I \setminus \{i\} \mid \text{ect}_i > \text{lst}_i\}})
\]  

(3)

(Vilím 2002) proposed this filtering technique that he later improved in (Vilím 2004) to obtain an algorithm with a running time complexity of \(O(n \log n)\).

**Preliminaries**

Let \(I_{\text{est}}, I_{\text{lct}}, I_{\text{ect}}, I_{\text{lst}}\) be the ordered set of tasks \(I\) sorted by est, lct, ect, lst, and processing times. We assume that all time points are encoded with \(w\)-bit integers and that these sets can be sorted in linear time \(O(n)\). This assumption is supported by the fact that a word of \(w = 32\) bits is sufficient to encode all time points, with a precision of a second, within a period longer than a century. This is sufficient for most industrial applications. An algorithm such as radix sort can sort the time points in time \(O(wn)\) which is linear when \(w <\) constant. In practice, the filtering algorithms are called multiple times during the search process and a constant number of tasks are modified between each call. In such cases, algorithms as simple as insertion sort can resort the tasks in linear time.

The new algorithms we present rely on the Union-Find data structure. The function \(\text{UnionFind}(n)\) initializes \(n\) disjoint sets \(\{0\}, \{1\}, \ldots, \{n-1\}\) in \(O(n)\) steps. The function \(\text{Union}(a,b)\) merges the set that contains element \(a\) with the set that contains the element \(b\). The functions \(\text{FindSmallest}(a)\) and \(\text{FindGreatest}(a)\) return the smallest and greatest element of the set that contains \(a\). These three functions run in \(O(\alpha(n))\) steps, where \(\alpha\) is Ackermann’s inverse function. (Cormen et al. 2001) present how to implement this data structure using trees. The smallest and greatest element of each set can be stored in the root of these trees. This implementation is the fastest in practice. However, we use this data structure in a very specific context where the function \(\text{Union}(a,b)\) is called only when \(\text{FindGreatest}(a) + 1 = \text{FindSmallest}(b)\). Such a restriction allows to use the Union-Find data structure as presented by (Gabow and Tarjan 1983) that implement the functions \(\text{Union}(a,b), \text{FindSmallest}(a)\) and \(\text{FindGreatest}(a)\) in constant time. This implementation is the fastest in theory, but not in practice due to a large hidden constant.

**Time-Tabling**

We present a linear time algorithm that enforces the time-tabling rule. Like most time-tabling algorithms, this new algorithm is not idempotent. However, it provides some guarantees on the level of filtering it achieves. Consider the set of compulsory parts \(\mathcal{F} = \{[\text{lst}_i, \text{ect}_i) \mid i \in I \land \text{lst}_i < \text{ect}_i\}\). Consider a task \(j \in I\). The algorithm guarantees that after the filtering occurs, the interval \([\text{est}_j', \text{ect}_j']\) does not intersect with any intervals in \(\mathcal{F}\). However, the pruning of \(\text{est}_j\) to \(\text{est}_j'\) might create a new compulsory part \([\text{lst}_j, \text{ect}_j')\) that could cause some filtering in a further execution of the algorithm.

Algorithm 1 proceeds in three steps, each of them is associated to a for loop. The first for loop on line 1 creates the vectors \(l\) and \(u\) that contain the lower bounds and upper bounds of the compulsory parts. The compulsory parts \([l[0], u[0]), [l[1], u[1]), \ldots, [l[m-1], u[m-1))\) form a sequence of sorted and disjoint semi-open intervals such that each of them is associated to a task \(i\) that satisfies \(\text{lst}_i < \text{ect}_i\). If two compulsory parts overlap, the algorithm, on line 2, returns Inconsistent. When processing the task \(i\)
Algorithm 1: TimeTabling($\mathcal{I}$)

\begin{algorithm}
\begin{algorithmic}
\State $m \leftarrow 0$, $k \leftarrow 0$, $l \leftarrow []$, $u \leftarrow []$, $r \leftarrow []$;
\State $\text{est}_i' \leftarrow \text{est}_i$, $\forall i \in \mathcal{I}$;
\For{$i \in \mathcal{I}_\text{lat}$}
\If{$\text{lst}_i < \text{est}_i$}
\If{$m > 0$}
\If{$u[m-1] > \text{lst}_i$} \Return Inconsistent;
\Else $\text{est}_i' \leftarrow \max(\text{est}_i',u[m-1])$;
\EndIf
\EndIf
\EndIf
\EndFor
\EndFor
\If{$m = 0$} \Return Consistent; \EndIf
\For{$i \in \mathcal{I}_\text{est}$}
\While{$k < m \land \text{est}_i \geq u[k]$}
$k \leftarrow k + 1$;
\EndWhile
$r[i] \leftarrow k$;
\EndFor
\For{$i \in \mathcal{I}_\text{est}$}
\If{$\text{est}_i \leq \text{lst}_i$}
\State $c \leftarrow r[i]$;
\State first_update $\leftarrow$ True;
\While{$c < m \land \text{est}_i' + p_i > l[c]$}
$c \leftarrow \text{S.FindGreatest}(c)$;
$\text{est}_i' \leftarrow \max(\text{est}_i',u[c])$;
\If{$\text{est}_i' + p_i > \text{lct}$} \Return Inconsistent; \EndIf
\EndWhile
\If{first_update} $\text{S.Union}(r[i],c)$; \EndIf
\State first_update $\leftarrow$ False;
$c \leftarrow c + 1$;
\EndIf
\EndFor
\EndFor
\State \Return Consistent;
\end{algorithmic}
\end{algorithm}

that has a compulsory part $[l[k],u[k])$, the algorithm makes sure, on line 3 that the task $i$ starts no earlier than $u[k-1]$, so that the tasks that have a compulsory part are all filtered.

The second for loop on line 4 creates a vector $r$ that maps a task $i$ to the compulsory part whose upper bound is the smallest one to be greater than $\text{est}_i$. We therefore have the relation $u[r[i]-1] \leq \text{est}_i < u[r[i]]$.

The third for loop on line 5 filters the tasks that do not have a compulsory part. The tasks are processed by non-decreasing order of processing times. Line 6 checks whether $\text{est}_i' + p_i > l[r[i]]$. If so, then the time-tabling rule applies and the new value of $\text{est}_i$ is pruned to $u[c]$. The same task is then checked against the next compulsory part $[l[r[i]+1],u[r[i]+1])$ and so on. Suppose that a task is filtered both by the compulsory part $[l[c],u[c])$ and the compulsory part $[l[c+1],u[c+1])$. Since we process the tasks by non-decreasing order of processing time, any further task that is filtered by the compulsory part $[l[c],u[c])$ will also be filtered by the compulsory part $[l[c+1],u[c+1])$. The algorithm uses a Union-Find data structure to keep track that these two compulsory parts are glued together. The next task $j$ that satisfies $\text{est}_i' + p_j > l[c]$ will be filtered to $u[c+1]$ in a single iteration. The Union-Find data structure can union an arbitrary long sequence of compulsory parts.

Theorem 1 Algorithm 1 enforces the time-tabling rule in $O(n)$ steps.

Proof: Each of the two first for loops iterate through the tasks once and execute operations in constant time. Each time the while loop on line 6 executes more than once, the Union-Find data structure merges two compulsory parts. This can occur at most $n$ times. \hfill \Box

The Time Line Data Structure

We introduce the time line data structure. This data structure is initialized with an empty set of tasks $\Theta = \emptyset$. It is possible to add, in constant time, a task to $\Theta$ and to compute, in constant time, the earliest completion time $\text{ect}_\Theta$. (Vilím 2004) proposes the $\Theta$-tree data structure that supports the same operations. It differs in two points from the time line. Inserting a task in a $\Theta$-tree requires $O(\log n)$ steps. Removing a task from a $\Theta$-tree is done in $O(\log n)$ steps while this operation is not supported in a time line. The time line is therefore faster than a $\Theta$-tree but can only be used for algorithms where the removal of a task is not needed.

The data structure is inspired from (López-Ortiz et al. 2003). We consider a sequence $t[0..|t|-1]$ of unique time points sorted in chronological order formed by the earliest starting times of the tasks and a sufficiently large time point, for instance $\max_{t \in \mathbb{Z}} t + \sum_{i=1}^{n} p_i$. The vector $m[0..n-1]$ maps a task $i$ to the time point index such that $t[m[i]] = \text{est}_i$. The time points, except for the last one, have a capacity stored in the vector $c[0..|t|-2]$. The capacity $c[a]$ denotes the amount of time the resource is available within the semi-open time interval $[t[a],t[a+1))$. This data structure allows to schedule a task $t$ to the time point index such that $t[m[i]] = \text{est}_i$. The time point whose capacity has been decremented. Algorithm 2 initializes the components $t$, $m$, $c$, $s$, and $e$ that define the time line data structure.

Algorithm 2: InitializeTimeline($\mathcal{I}$)

\begin{algorithm}
\begin{algorithmic}
\State $t \leftarrow []$, $c \leftarrow []$;
\For{$i \in \mathcal{I}_\text{est}$}
\If{$|t| = 0 \lor t[|t|-1] \neq \text{est}_i$} $t$.append($\text{est}_i$);
$m[i] \leftarrow |t| - 1$;
$t$.append($\max_{t \in \mathbb{Z}} t + \sum_{i=1}^{n} p_i$);
\EndIf
\For{$k = 0..|t|-2$} $c[k] \leftarrow |t[k+1]| - t[k]$;
\EndFor
$s \leftarrow \text{UnionFind($|t|$)}$;
$e \leftarrow -1$;
\EndFor
\end{algorithmic}
\end{algorithm}

The data structure allows to schedule a task $i$ over the time line at its earliest time and with preemption. The value $m[i]$ maps the task $i$ to the time point associated to the earliest starting time of task $i$. Algorithm 3 iterates through the time line.
There are at least a components in the capacity vector that are set to zero hence \( a - 1 \leq \phi(i) - \phi(i - 1) \leq a \). The amortized complexity of Algorithm 3 is therefore \( a + \phi(i) - \phi(i - 1) \leq a - (a - 1) = O(1) \).

Algorithm 4 executes in constant time and does not modify the capacity vector \( c \) which implies \( \phi(i) = \phi(i - 1) \). The amortized complexity is therefore \( O(1) + \phi(i) - \phi(i - 1) = O(1) \).

**Overload check**

The overload check, as described by (Vilím 2004), can be directly used with a time line data structure rather than a \( \Theta \)-tree. One schedules the tasks, using Algorithm 3, in non-decreasing order of latest completion times. If after scheduling a task \( i \), Algorithm 4 returns an earliest completion time greater than \( \text{lct}_i \), then the overload check fails. The total running time complexity of this algorithm is \( O(n) \). The proof of correctness is identical to Vilím’s.

The overload check can be adapted to the \textsc{Cumulative} constraint with a resource of capacity \( C \). One can transform the task \( i \) of height \( h_i \) into a task \( i' \) with \( \text{est}_{i'} = C \text{est}_i \), \( \text{lct}_{i'} = C(\text{lct}_i + 1) - 1 \), and \( p_{i'} = h_i p_i \). The overload check fails on the original problem if and only if it fails on the transformed model. The transformation preserves the running time complexity of \( O(n) \).

**Detectable Precedences**

We introduce a new algorithm to enforce the rule of detectable precedences. One cannot simply adapt the algorithm in (Vilím, Bartáš, and Čepěk 2004) for the time line data structure as it requires to temporarily remove a task among the scheduled tasks which is an operation the time line cannot do. Algorithm 5 applies the rules of the detectable precedences in linear time using the time line data structure.

Suppose that the problem has no tasks with a compulsory part, i.e. \( \text{ect}_i \leq \text{lst}_i \) for all task \( i \in \mathcal{I} \). The algorithm simultaneously iterates over all the tasks \( i \) in non-decreasing order of earliest completion times and on all the tasks \( k \) in non-decreasing order of latest starting times. Each time the algorithm iterates over the next task \( i \), it iterates (line 2) and schedules (line 3) all tasks \( k \) whose latest starting time \( \text{lst}_k \) is smaller than the earliest completion time \( \text{ect}_i \). Once the while loop completes, the set of scheduled tasks is \( \{ k \in \mathcal{I} \mid \text{lst}_k < \text{ect}_i \} \). We apply the detectable precedence rule by pruning the earliest starting time of task \( i \) up to the earliest completion time of the time line (line 4).

Suppose that there exists a task \( k \) with a compulsory part, i.e. \( \text{ect}_k > \text{lst}_k \). This task could be visited in the while loop before being visited in the main for loop. We do not want to schedule the task \( k \) before it is filtered. We therefore call the task \( k \) the blocking task. When a blocking task \( k \) is encountered in the while loop, the algorithm waits to encounter the same task in the for loop. During this waiting period, the filtering of all tasks is postponed. A postponed task \( i \) necessarily satisfies the conditions \( \text{lct}_i < \text{ect}_k \leq \text{ect}_i \) and \( \text{ect}_k < \text{lst}_i \) and therefore the precedence \( k \prec i \) holds. When the for loop reaches the blocking task \( k \), it filters the blocking task, schedules the blocking task, and filters the

---

**Algorithm 3: ScheduleTask(\( i \))**

\[
\begin{align*}
\rho & \leftarrow p_i; \\
k & \leftarrow s.\text{FindGreatest}(m[i]); \\
& \text{while } \rho > 0 \text{ do} \\
& \quad \Delta \leftarrow \min(c[k], \rho); \\
& \quad \rho \leftarrow \rho - \Delta; \\
& \quad c[k] \leftarrow c[k] - \Delta; \\
& \quad \text{if } c[k] = 0 \text{ then } \\
& \quad \quad s.\text{Union}(k, k + 1); \\
& \quad \quad k \leftarrow s.\text{FindGreatest}(k); \\
& \quad e \leftarrow \max(e, k); \\
\end{align*}
\]

Let \( \Theta \) be the tasks that were scheduled using Algorithm 3, then Algorithm 4 computes in constant time the earliest completion time \( \text{ect}_\Theta \).

**Algorithm 4: EarliestCompletionTime()**

\[
\begin{align*}
\text{return } t[e + 1] \cdot c[e]\end{align*}
\]

**Theorem 2** Algorithm 2 runs in \( O(n) \) amortized time while Algorithm 3 and Algorithm 4 run in constant amortized time.

**Proof:** Let \( c_i \) be the capacity vector after the \( i \)th call to an algorithm among Algorithm 2, Algorithm 3, and Algorithm 4. We define a potential function \( \phi(i) = \sum_{k \in \mathcal{I}} |t[i] - 2 \cdot c_i[k] > 0| \) that is equal to the number of positive components in the vector \( c_i \). Prior to the initialization of the time line data structure, we have \( \phi(0) = 0 \) since the capacity vector is not even initialized and in all time, we have \( \phi(i) \geq 0 \).

After the initialization, we have \( \phi(1) = |t[i] - 1| \leq n \). The two for loops in Algorithm 2 execute \( n + |t[i] - 1| \leq 2n \in O(n) \) times. Therefore, the amortized complexity of the initialization is \( O(n) + \phi(1) - \phi(0) = O(n) \).

Suppose the while loop in Algorithm 3 executes \( a \) times. There are at least \( a - 1 \) and at most \( a \) components in the capacity vector that are set to zero hence \( a - 1 \leq \phi(i) - \phi(i - 1) \leq a \). The amortized complexity of Algorithm 3 is therefore \( a + \phi(i) - \phi(i - 1) \leq a - (a - 1) = O(1) \).

Algorithm 4 executes in constant time and does not modify the capacity vector \( c \) which implies \( \phi(i) = \phi(i - 1) \). The amortized complexity is therefore \( O(1) + \phi(i) - \phi(i - 1) = O(1) \).
Algorithm 5: DetectablePrecedences (I)

```
InitializeTimeline(I)

j ← 0
k ← Isub[j]
postponed_tasks ← ∅
blocking_task ← null

for i ∈ Iext do
    while j < |I| ∧ lstk < esti do
        if lstk ≥ esti then
            ScheduleTask(k)
            j ← j + 1
        end if
        k ← Isub[j]
    end while
    if blocking_task = null then
        return Inconsistent
    end if
    esti ← max(esti,
        EarliestCompletionTime())
    if blocking_task = i then
        esti ← max(esti,
            EarliestCompletionTime())
        ScheduleTask(blocking_task)
        for z ∈ postponed_tasks do
            estz ← max(estz,
                EarliestCompletionTime())
        end for
    end if
    blocking_task ← null
    postponed_tasks ← ∅
end for

for i ∈ I do
    esti ← esti'
end for
```

Example 2 Figure 1 shows a trace of the algorithm. The for loop on line 1 processes the tasks \( I_{ext} = \{1, 2, 3, 4\} \) in that order. For the two first tasks 1 and 2, nothing happens: the while loop is not executed and no pruning occurs as no tasks are scheduled on the time line. When the for loop processes task 3, the while loop processes three tasks. The while loop processes the task 2 which is scheduled on the time line. When it processes task 4, the while loop detects that task 4 has a compulsory part in \([14, 18]\) making task 4 the blocking task. Finally, the while loop processes task 1 which is scheduled on the time line. Once the while loop completes, the task 3 is not filtered since there exists a blocking task. Its filtering is postponed until the blocking task is processed. Finally, the for loop processes task 4. In this iteration, the while loop does not execute. Since task 4 is the blocking task, it is first filtered to the earliest completion time computed by the time line data structure (esti' \( = 13 \)). Task 4 is then scheduled on the time line. Finally, the postponed task 3 is filtered to the earliest completion time computed by the time line data structure (esti' \( = 19 \)).

Theorem 3 The algorithm DetectablePrecedences runs in linear time.

Proof: The for loop on line 1 processes each task only once, idem for the while loop. Finally, a task can be postponed only once during the execution of the algorithm and therefore line 5 is executed at most \( n \) times. Except for InitializeTimeline and the sorting of \( I_{ext} \) and \( I_{bst} \) that are executed once in \( O(n) \) time, all other operations execute in amortized constant time. Therefore, DetectablePrecedences runs in linear time.

Experimental Results

We experimented with the job-shop and open-shop scheduling problems where \( n \) jobs, consisting of a set of non-preemptive tasks, execute on \( m \) machines. Each task executes on a predetermined machine with a given processing time. In the job-shop problem, the tasks belonging to the same job execute in a predetermined order. In the open-shop problem, the number of tasks per job is fixed to \( m \) and the order in which the tasks of a job are processed is not provided. In both problems, the goal is to minimize the makespan.

We model the problem with a starting time variable \( S_{i,j} \) for each task \( j \) of job \( i \). We post a DISJUNCTIVE constraint over the starting time variables of tasks running on the same machine. For the job-shop scheduling problem, we add the precedence constraints \( S_{i,j} + p_{i,j} \leq S_{i,j+1} \). For the open-shop scheduling problem, we add a DISJUNCTIVE constraint among all tasks of a job. We use the benchmark provided by (Taillard 1993) that includes 82 and 60 instances of the job-shop and open-shop problems.

We implemented our algorithms in Choco 2.1.5 and, as a point of comparison, the overload check and the detectable precedences from (Vilím 2004) as well as the time tabling algorithm from (Ouellet and Quimper 2013). For the six algorithms, we sort the tasks using the function Arrays.sort provided by Java 1.7. All experiments were run on an Intel Xeon X5560 2.667GHz quad-core processor. We used the impact based search heuristic with a timeout of 10 min-
Each filtering algorithm is individually tested, i.e. we did not combine the filtering algorithms. For the few instances that were solved to optimality within 10 minutes, the two filtering algorithms of the same technique, whether it is overload check, detectable precedences, or time tabling, produce the same number of backtracks since they achieve the same filtering. To compare the algorithms, we sum up, for each instance of the same size, the number of backtracks achieved within 10 minutes and we report the ratio of these backtracks between both algorithms. A ratio greater than 1 indicates that our algorithm explores a larger portion of the search tree and thus is faster. We also ran a Student’s t-Test on all instances to verify whether the new algorithms are faster. Table 2 and Table 3 present the results.

The new overload check seems to be faster with 10 tasks and more. However, on all instances, the p-values prevent us from drawing a conclusion about its performance.

The new algorithm of detectable precedences shows improvements on both problems especially when the number of variables increases. The p-values confirm our hypothesis. One way to explain why the ratios are greater than with the overload check is that the most costly operations in Vilím’s algorithm is the insertion and removal of a task in the Θ-tree which can occur up to 3 times for each task. With the new algorithm, the most costly operation is the scheduling of a task on the time line which occurs only once per task.

Student’s test confirms that the new time tabling algorithm is faster. Ratios are higher than with the algorithm by (Ouellet and Quimper 2013) since the latter one was designed for the CUMULATIVE constraint.

We randomly generated large but easy instances with a single DISJUNCTIVE constraint over variables with uniformly generated domains. Unsatifiable instances and instances solved with zero backtracks were discarded. Table 1 shows that the new algorithms are consistently faster.

### Conclusion

We introduced a new data structure, called the time line. We took advantage of this data structure to present three new filtering algorithms for the disjunctive constraint that all have a linear running time complexity in the number of tasks. Moreover, the overload check can be adapted to the CUMULATIVE constraint. The new algorithms outperform the best algorithms known so far. Future works include the adaptation of the algorithms to the problems with optional tasks.
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