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Abstract

Word embedding aims to learn a continuous representation for each word. It attracts increasing attention due to its effectiveness in various tasks such as named entity recognition and language modeling. Most existing word embedding results are generally trained on one individual data source such as news pages or Wikipedia articles. However, when we apply them to other tasks such as web search, the performance suffers. To obtain a robust word embedding for different applications, multiple data sources could be leveraged. In this paper, we proposed a two-side multimodal neural network to learn a robust word embedding from multiple data sources including free text, user search queries and search click-through data. This framework takes the word embeddings learned from different data sources as pre-train, and then uses a two-side neural network to unify these embeddings. The pre-trained embeddings are obtained by adapting the recently proposed CBOW algorithm. Since the proposed neural network does not need to re-train word embeddings for a new task, it is highly scalable in real world problem solving. Besides, the network allows weighting different sources differently when applied to different application tasks. Experiments on two real-world applications including web search ranking and word similarity measuring show that our neural network with multiple sources outperforms state-of-the-art word embedding algorithm with each individual source. It also outperforms other competitive baselines using multiple sources.

Introduction

Word embedding is a continuous-valued representation of the word. Good word embedding is expressive and effective since it can represent a huge number of possible inputs using only a small number of variables, and help tackling the problem of the curse of dimensionality. By representing each word with the learned continuous-valued variables, semantically related words can be close to each other. The effectiveness of word embedding has been investigated in the literature, such as (Bengio, Courville, and Vincent 2013). Word embedding has been widely used in many natural language processing (NLP) tasks, such as language modeling (Bengio et al. 2003; Mnih and Hinton 2007), named entity recognition and chunking (Collobert and Weston 2008; Turian, Ratinov, and Bengio 2010; Dhillon, Foster, and Ungar 2011). Recently, the word embedding techniques were also extended to embed queries, documents, phrases, entities, etc. (Huang et al. 2013; Mikolov et al. 2013b), which could play a critical role in industry applications, such as large-scale web search and knowledge mining.

Dozens of algorithms have been proposed for word embedding in the literature. Some representative works are the Collobert and Weston (2008) (C&W08) (Collobert and Weston 2008) method, hierarchical log-bilinear (HLBL) (Mnih and Hinton 2008) model, and the continuous bag-of-words (CBOW) (Mikolov et al. 2013a) algorithm. In the training of these models, the data used are articles from books, news or Wikipedia etc., which are all consist of large amounts of sentences. Usually the context information contained in and between the sentences is utilized for training. Such information is critical and effective for the NLP tasks, but may be not appropriate for other tasks such as query classification (Lin and Wu 2009).

To tackle this problem, we propose to train word embedding for different application tasks by the use of different data sources, such as the free text documents, user queries, and click-through data. Besides, it has been demonstrated empirically in (Turian, Ratinov, and Bengio 2010) that combining different word embeddings is beneficial. A natural combination strategy is to concatenate all the embeddings into a long vector. However, this strategy not only lack physical interpretation, but also may lead to serve “curse of dimensionality”. We thus developed a two-side neural network to combine the learned word embeddings. In particular, we first introduce how to adapt a word embedding algorithm to learn from other data sources that have never been reported in academia before. Due to the efficiency and effectiveness of the CBOW model, we use it as our baseline word embedding algorithm, and show how to train it on different data sources. Then we take all the learned word embeddings as the pre-train of a two-side neural network, and only fine tune the hidden layer parameters for different application tasks. The network is chosen to have two sides since we found that the data is pairwise in many applications, e.g., the query doc-
ument pair in web search, the word pair in word similarity measuring, and the context target pair in language modeling.

The main advantages of the proposed multi-view word embedding (MVWE) framework are: 1) different from the work of (Collobert et al. 2011), where word embeddings are pre-trained and fine tuned for each NLP task, the multiple pre-trained word embeddings in our framework are fixed, and we only need to fine tune the combination weights when apply MVWE to different tasks. This reduces the time complexity significantly and thus is scalable to a variety of real world applications; 2) compared to the combination strategy presented in (Turian, Ratinov, and Bengio 2010), where word embeddings are only utilized as additional features in the NLP system, the hidden units in our network are abstractions of the inputs (Bengio 2009) and thus the commonalities as well as the variations of different sources can be exploited using the multiple hidden layers. Besides, the neural network can approximate the arbitrary nonlinear correlation among the different sources (Krasnopolsky and Lin 2012), and thus hopefully better performance could be obtained.

We thoroughly evaluate the proposed MVWE framework on two different application tasks: search ranking and semantic word similarity measuring. We compare it with single word embedding trained on each data source, as well as a combination of these embeddings using the concatenation strategy and linear regression. Experimental results demonstrated the effectiveness of the proposed framework.

Related Work

Our work is a combination of the word embeddings pre-trained from multiple views.

Word embedding

Traditional one-hot word representation, in which the dimensionality of the word vector is the same as the size of the dictionary, suffers the data sparsity problem. Therefore, many researchers focus on representing a word using a continuous-valued low-dimensional feature vector (Dumais et al. 1988; Brown et al. 1992; Bengio et al. 2003). Word embedding (Bengio et al. 2003; Collobert and Weston 2008; Mnih and Hinton 2008) is one of the most popular word representations of this type. We refer to (Turian, Ratinov, and Bengio 2010) for a summarization of some popular word representation works. Recently, two quite efficient models, continuous bag-of-words (CBOW) and continuous skip-gram (Skip-gram) are proposed in (Mikolov et al. 2013a). High-quality word embeddings can be learned using these two models and the training process was further accelerated in (Mikolov et al. 2013b) by sub-sampling the frequent words. Due to the efficiency and effectiveness of these two models, we use one of them, the CBOW model, as our baseline word embedding algorithm. We will show how to adapt it for training on various data sources, and then combine the learned word embeddings for different applications.

To the best of our knowledge, the closest work to our model is done by Turian et al. (Turian, Ratinov, and Bengio 2010). Compared to their work, our framework offers at least two benefits: 1) the input word embeddings are pre-trained using different data sources, not different algorithms. Thus our model can be applied to a variety of tasks including web search, not limited in NLP tasks; 2) we combine the different word embeddings using a nonlinear network, which can be fine tuned for specific task. While in (Turian, Ratinov, and Bengio 2010), the word embeddings were only used as additional features in the supervised NLP system and thus the nonlinear relationships among the different embeddings cannot be exploited.

Multi-view learning using the neural network

The present framework is also closely related to multimodal fusion (Luo et al. 2013a; 2013b). The different embeddings of a word can be regarded as its different modalities since the embeddings are learned from different data sources. We refer to (Kung and Hwang 1998) for a survey of some representative works on combining multiple modalities using neural network. There also exist a few recent models based on deep networks. Ngiam et al. (Ngiam et al. 2011) proposed to fuse the audio and video inputs for speech classification using a Deep Autoencoder model. As opposed to it, a bimodal Deep Boltzmann Machine (DBM) is presented in (Srivastava and Salakhutdinov 2012) to integrate together the image and text modalities. The multimodal DBM is generative and thus can naturally handle missing data modalities. In this paper, we assume the word embeddings are pre-trained, and our aim is to combine them. The two multimodal deep models are not appropriate here since they are not feasible when only the trained embeddings are available.

Multi-view Word Embedding

In this section, we first illustrate how to train a word embedding algorithm using different data sources, and then present the main part of this paper, i.e., the multi-view word embedding (MVWE) framework on combining the word embeddings trained on different data sources for various application tasks.

Word embedding algorithm adaptation

The recently proposed high-performance CBOW algorithm (Mikolov et al. 2013a) is utilized as an example for adaptation, and the data sources we used here are: free text documents from Wikipedia, search click-through data, and user query data collected using a commercial search engine. In CBOW, a negative sampling (NEG) (Mikolov et al. 2013b) training strategy is proposed. NEG can learn high-quality word embeddings without maximizing the probability of the target word in an n-gram sequence over the vocabulary.

For the free text documents, CBOW can be directly used as usual, and in our implementation we consider a window size of $c = 11$ words. However, the window size must be limited to $c = 3$ for user query data, since there is sometimes only one word (together with two “padding” words (Collobert et al. 2011)) for a query. Besides, a window should not across two queries since they are often not semantically related.

For the search click-through data, all the query words are used as the context words, and the clicked document is regarded as the target word. The document embedding can be
pre-trained by the deep structured semantic model (DSSM) presented in (Huang et al. 2013). The same strategy can be applied in many other popular word embedding learning algorithms, such as the C&KW08 (Collobert and Weston 2008) and log-bilinear (LBL) (Mnih and Hinton 2007) model, by simply replacing the target word embedding with the pre-trained document embedding. We only adapt the CBOW algorithm in this paper due to its scalability, efficiency and high performance.

Network for word embedding combination

In this paper, we choose the neural network to combine the different word embeddings. This is mainly because the nonlinear combination is often superior the linear combination, and the neural network can approximate arbitrary nonlinear dependence among multiple modalities (Krasnopolous and Lin 2012). Before presenting the network, we first introduce some notations.

Notations: We consider a two-side neural network of \( L \) layers with parameters \( \theta \). Given a sequence of \( c \) input words, we stack their embeddings in a matrix \( X_s^{(i)} \in \mathbb{R}^{d_s \times c} \), where \( s \in \{1, 2\} \) and \( i \in \{1, \ldots, m\} \) are the index of the side and data source respectively, \( m \) signifies the number of data sources and \( d_s \) is the dimensionality of the word embedding pre-trained from the \( i \)’th data source. We denote \( z_{js} \) as the representation of the \( j \)’th hidden layer. At the first hidden layer, there are \( m \) representations \( \{z_{1s}^{(1)}, \ldots, z_{1s}^{(m)}\} \) as the unified embedding of the \( i \)’th data source. We also denote \( y_s \) as the final unified word embedding of the inputs \( X_s^{(i)} \), \( i = 1, \ldots, m \), and \( o \) as the output of the network.

The two-side network for combination is depicted in Figure 1. For each side of the network, the input is a word sequence. We map the word sequence into a feature matrix \( X_s^{(1)} \) according to the lookup table trained by CBOW on the \( i \)’th data source. Each column of \( X_s^{(i)} \) is the embedding of one word in the sequence. Then we obtain \( m \) feature matrix \( X_s^{(1)}, \ldots, X_s^{(m)} \) for each side, and each \( X_s^{(i)} \) is averaged by column (i.e., the embeddings of the different words in a sequence are averaged) to obtain the first hidden layer representation \( z_{1s}^{(i)} \). All the \( z_{1s}^{(i)} \), \( i = 1, \ldots, m \) are concatenated as \( z_{1s} \), which is subsequently transformed into the last hidden layer representation \( z_{ls} \) by going through a nonlinear followed by a linear layer. The average layer has no parameters to be learned, and the nonlinear and linear layers are supposed to be parameterized by \( \{W_s, b_s\} \) and \( \{W_t, b_t\} \) respectively, where \( W_s \) is the weight matrix and \( b_s \) is the bias term. Then we have

\[
z_{ls} = f(W_s z_{1s} + b_s), \quad z_{ls} = W_t z_{ls} + b_t, \tag{1}
\]

where \( f \) is a nonlinear activation function. Following (Collobert et al. 2011), the hard version of \( \tanh \) is adopted, i.e.,

\[
f(x) = \begin{cases} 
-1, & \text{if } x < -1 \\
x, & \text{if } -1 \leq x \leq 1 \\
1, & \text{if } x > 1 
\end{cases} \tag{2}
\]

The nonlinear hidden layer is optional, and sometimes we can remove it from the network for the sake of efficiency. The hard \( \tanh \) operation on \( z_{ls} \) is also optional, so the unified embedding of the input sequence can be either \( y_s = z_{ls} \) or \( y_s = f(z_{ls}) \). Finally, we utilize the cosine function to measure the similarity between the two sides of the network, that is,

\[
o = \cosine(y_1, y_2) = \frac{y_1^T y_2}{\|y_1\| \|y_2\|}. \tag{3}
\]

In the following, we show how to train the network for different tasks. It should be noted that we only fine-tune the parameters \( \theta = \{W_s, b_s\} \), and the input word embeddings are fixed.

Training

Our neural network is trained by leveraging the negative sampling (NEG) (Mikolov et al. 2013b) strategy for the search ranking task. In the semantic word similarity task, we proposed a pairwise distance regression (PADR) training strategy.

NEG for search ranking

NEG is to separate the target element \( e_O \) in an \( n \)-gram sequence from some noise elements \( e_i, i = 1, \ldots, k \) drawn according to a noise distribution \( P_n(e) \). For search ranking, the \( n \)-gram context is the query words and the target element is the clicked document. The noise elements are drawn from the document corpus. Suppose that \( y_{ec}, y_{eo} \) are the unified embedding of the context and target element respectively, then the objective of NEG (Mikolov et al. 2013b) is given by

\[
P(\theta) = \log \sigma(y_{ec}^T y_{eo}) + \sum_{i=1}^{k} \mathbb{E}_{e_i \sim P_n(e)} [\log \sigma(-y_{ec}^T y_{e_i})], \tag{4}
\]

where \( y_{ec} \) is the unified embedding of the noise element \( e_i \), and \( \sigma(x) = 1/(1 + \exp(-x)) \). In our implementation, all \( y_{ec}, y_{eo} \) and \( y_{e_i} \) are normalized to compute the output score \( o \) by replacing the inner products \( y_{ec}^T y_{eo} \) and \( y_{ec}^T y_{e_i} \) in (4) with the cosine similarities.

PADR for computing semantic word similarity

We argue that the semantic similarity of a word pair is relative. For example, compared to \{cat, car\}, the words \{cat, bird\}...
Table 1: Word embeddings in the lookup table trained by different data sources. Each column is the queried word followed by its 10 most similar words in the dictionary.

<table>
<thead>
<tr>
<th>word</th>
<th>wikipedia</th>
<th>megabits</th>
</tr>
</thead>
<tbody>
<tr>
<td>click</td>
<td>query</td>
<td>wiki</td>
</tr>
<tr>
<td>Word</td>
<td>words</td>
<td>phrase</td>
</tr>
<tr>
<td><a href="http://www.word.words">www.word.words</a></td>
<td>powerpoint</td>
<td>words</td>
</tr>
<tr>
<td>word.com</td>
<td>palana</td>
<td>suffix</td>
</tr>
<tr>
<td>markdown</td>
<td>Tecate</td>
<td>term</td>
</tr>
<tr>
<td>markdown</td>
<td>murase</td>
<td>verb</td>
</tr>
<tr>
<td>markdown</td>
<td>VMotion</td>
<td>digraph</td>
</tr>
<tr>
<td>markdown</td>
<td>worksheets</td>
<td>copula</td>
</tr>
<tr>
<td>markdown</td>
<td>Jeanna</td>
<td>possessive</td>
</tr>
<tr>
<td>markdown</td>
<td>wordsearch</td>
<td>acronym</td>
</tr>
<tr>
<td>markdown</td>
<td>PERSIANS</td>
<td>tetragrammatization</td>
</tr>
</tbody>
</table>

are semantic similar to each other since they are both animals. But compared to \{cat, tiger\}, \{cat, bird\} are not such close as they indicate different animal families. Therefore, we propose to target the similarity difference of two word pairs, instead of the similarity of each word pair. The loss of the proposed pairwise distance regression (PADR) strategy is given by

$$L(\theta) = \frac{1}{2} (o_{ij} - t_{ij})^2,$$

where $o_{ij} = o_i - o_j$ is the difference of the output similarity between the $i$'th word pair and $j$'th pair, and $t_{ij}$ is the corresponding ground-truth similarity difference.

**Stochastic gradient** In the learning process, we maximize (4) or minimize (5) with stochastic gradient. In each iteration, a random sample is selected to make a gradient step: $\theta \leftarrow \theta + \lambda \frac{\partial L(\theta)}{\partial \theta}$ or $\theta \leftarrow \theta - \lambda \frac{\partial L(\theta)}{\partial \theta}$, where $\lambda$ is the learning rate, which is determined adaptively following the implementation of CBOW\(^1\). That is, $\lambda$ is start with a large value, e.g., 0.25, and then decreases with the number of iterations until it is smaller than a threshold. This strategy was observed to be better than using a fixed learning rate.

In our implementation, we set the dimensionalities of all the pre-trained word embeddings and the final unified word embedding to be 192. Thus the first hidden layer size is also 192. The middle hidden layer size is parameter that can be decided using grid-search. The initialization of the network is according to (Montavon, Orr, and Muller 2012). Besides, in search ranking, the document embedding pre-trained by DSSM (Huang et al. 2013) is directly used here as $y_d$ in our network. Thus we only have to train one side of network in Figure 1.

**Experiments**

In the experiments, we first show a case study of the word embeddings learned from different data sources, and then evaluate the proposed multi-view word embedding (MVWE) algorithm on two diverse application tasks: search ranking and semantic word similarity measuring.

---

\(^1\)http://code.google.com/p/word2vec/

---

**Case study of word-embedding trained on individual data source**

To pre-train the click-through and user query word embeddings, we use a click log training set that includes about 200 million English queries (3 words for each query on average), each associated with a clicked document (URL). The obtained results are called CBOW_click and CBOW_query respectively. The data used to train word embedding on free text is the first billion characters from Wikipedia\(^2\), and we call the learned word embedding CBOW\_wiki.

Table 1 shows the ten most similar words of a few randomly chosen query words, under the metric induced by different word embeddings. We find from the results that: 1) almost all the similar words returned by CBOW\_click is semantically close to the query words, although some are websites or only have spell difference. The phenomenon was observed even if more similar words are listed (not shown due to the limited space). This is because users’ intention and preference has been contained in the learned word embeddings; 2) CBOW\_wiki only tends to return the words that belong to the same class of the query word; 3) CBOW\_query can capture users intention to some extent, but most of the returned nearest words are not related to the query. Nevertheless, it can find some meaningful words missed in the other two embeddings, e.g., “powerpoint” for the query “word”.

Overall, the word embeddings trained on different sources could be suitable to different tasks. For example, CBOW\_click is good for web search, while CBOW\_wiki may be appropriate for word clustering. In the next, we show the results of combining these three word embeddings for specific tasks using the proposed MVWE framework compared with several baselines.

**Experimental setup**

In this paper, we assume the word embeddings are pre-trained, and our aim is to combine them. We thus only compared to the embedding combination strategies such as concatenation and regression. Specifically, we compared MVWE with the following methods in both of the investigated application tasks.

---

\(^2\)http://mattmahoney.net/dc/textdata.html

---

1985
• **Single word embedding**: using the word embeddings trained on a single type of data. Particularly, in search ranking, the query embedding is an average of the query words’ embeddings. It should be noted that the training of CBOW_click is supervised in search ranking since the click-through information is utilized, while for CBOW_query and CBOW_wiki, the training are both unsupervised.

• **CONCAT**: singly concatenate the different types of word embeddings into a long vector, which is used in the same way as the single word embedding.

• **REG**: combine the word embeddings by the use of linear regression, provided that the dimensionalities of different embeddings are the same. For search ranking, suppose there are $N$ training samples, and the averaged context embeddings of different data sources are stacked in a matrix $Z_i = [z_i^{(1)}, \ldots, z_i^{(m)}] \in \mathbb{R}^{d \times m}$ for the $i$th sample. Then the objective in search ranking is to minimize $L(\alpha) = \frac{1}{N} \sum_{i=1}^{N} \| Z_i \alpha - y_i \|_2^2 + \frac{\gamma}{2} \| \alpha \|_2^2$ w.r.t. $\alpha$, where $y_i$ is the pre-trained document embedding, $\alpha \in \mathbb{R}^m$ is the regression variable to be learned, and $\gamma$ is a positive trade-off parameter. The problem can be solved analytically. Then the query embedding is a linear combination of the averaged word embeddings trained on different data sources with the learned weight $\alpha$.

For word similarity measuring, the objective is to minimize $\alpha^T H \alpha - t$ w.r.t. $\alpha$, where $H = \frac{2}{N(N-1)} \sum_{i<j} H_{ij}$ with each $H_{ij} = Z_i^T Z_{i2} - Z_j^T Z_{j2}$, and $t = \frac{2}{N(N-1)} \sum_{i<j} t_{ij}$ with each $t_{ij}$ the ground-truth similarity difference of the $i$’th and $j$’th word pair. One solution of this problem is $\alpha = \sqrt{t/\lambda u}$. Here $\lambda$ and $u$ are the largest eigenvalue and the corresponding eigenvector of $H$.

• **AVG**: the same as REG, only the weights are the same for different data sources.

For MVWE, the pre-trained document embedding is directly utilized as $y_2$ in search ranking. In word similarity measuring, the average layer can be omitted actually since there is only one word for each sequence.

**Search ranking**

The goal of search ranking is to compute relevance scores between a given query and a set of documents, and then rank the documents according to these scores. The training set is the same as in training CBOW_click. We test the trained model on another click log dataset, from which we randomly sampled 550K frequent queries (FQ), and 600K long tail queries (TQ) as two subsets. All the data are collected using a commercial search engine. The relevance between the query and document are assigned with 5 levels: perfect, excellent, good, fair, and bad. The performance is evaluated in terms of normalized discounted cumulative gain (NDCG) (Järvelin and Kekäläinen 2000), and the NDCG scores at the 1, 3, 5 truncation levels are reported.

We first evaluate MVWE by varying the size of the training set. The nonlinear hidden layer size is set to be $576=192 \times 3$, which is the sum of the input word embedding sizes. The experimental results are shown in Figure 2. It can be seen that: 1) the NDCG score at higher truncation level tends to be larger; 2) the performance improves at first with an increasing training size, and then approach to a fixed value when the number of queries used is more than 500K. This indicates that the training time cost of our model is low, since not very large amount of training data are required to achieve the best performance.

Then we analyze the parameters of our model. Here, only the impact of nonlinear hidden layer size is investigated, as we have fixed the size of other layers and used an adaptive learning rate. The training size is set to be 10M since it is observed to perform the best overall in the last experiments. The results are shown in Figure 3. It can be observed that the performance improves sharply at first when the number of hidden units increases, and then almost keeps unchanged after 200. This again indicates the low cost of the training process, since only a small number of nonlinear hidden units are required for training.

Finally we compare MVWE with the baselines. The results are presented in Table 2. It can be seen that: 1) the supervised CBOW_click is much better than the unsupervised CBOW_query and CBOW_wiki. This demonstrates the effectiveness of the word embedding algorithm adaptation strategy; 2) CBOW_query is superior to CBOW_wiki on the FQ set, and they are comparable on the TQ set. This is because the user query data capture users intention, and thus is more informative for search than the arbitrary free text; 3) the simple concatenation strategy CONCAT is better than CBOW_query and CBOW_wiki, but much worse than the best performed single word embedding CBOW_click; 4) the average of the three types of input word embeddings AVG is also worse than CBOW_click, while the linear regression
strategy REG that learns the combination weights can outperform CBOW_click significantly on the FQ set. However, no improvement is observed on the TQ set. This indicates that the simple linear combination is effective sometimes, but not stable. In contrast, the proposed MVWE outperforms CBOW_click consistently on both test sets. In particular, we obtain a 4.7%, 5.3% and 5.3% NDCG improvement at the truncation level 1, 3, and 5, respectively on the FQ set.

To sum up, CBOW_click is the most effective individual word embedding for search ranking, and better performance can be obtained by combining all the embeddings using linear regression and the proposed MVWE algorithm. The concatenation strategy fails in this application.

Word similarity measuring

We use the WordSim353 (Finkelstein et al. 2002) dataset, one of the most popular collection of this kind, to evaluate our model for computing semantic word relatedness. Both the Pearson’s linear correlation coefficient (score based correlation) and the Spearman’s rank correlation coefficient (rank based correlation) are utilized as the evaluation criteria (Strube and Ponzetto 2006; Gabrilovich and Markovitch 2007).

The WordSim353 dataset contains 353 word pairs, and the similarity of each word pair is an average of the scores assigned by 13-16 subjects. We randomly sampled 300 word pairs as the training set, and the remaining 53 word pairs are used for test. We removed the nonlinear hidden layer from the network due to the limited training data, and actually the result is bad (data not shown) when it is added.

Similar as in the search ranking task, we first perform a self-test of our model. The results are shown in Figure 4. We can see that both the Pearson and Spearman correlation improve with an increasing number of word pairs used in general. The tendency indicates a better performance if more training data are available.

Then we compare MVWE with the baselines. We report the results in Table 3, where MVWE_100 means the training size is 100. It can be observed that: 1) CBOW_click is superior to both CBOW_query and CBOW_wiki. This indicates that the click-through information is useful for inducing semantic word similarity; 2) the performance of CBOW_query is worse than CBOW_wiki since the semantic meaning of the word cannot be captured due to the lack of structure and context information; 3) the CONCAT strategy is very competitive in this task and outperforms the other baselines significantly; 4) the REG strategy performs worse than CBOW_click and CBOW_wiki, and thus fails to combine the different word embeddings. This again indicates that the simple linear combination strategy is unreliable for word embedding combination. In contrast, the MVWE framework tends to outperform all of the other methods if the training size is more than 100, and the improvement is significantly when all the training word pairs are utilized.

To sum up, CBOW_click and CBOW_wiki are both effective for word similarity measuring, and we can obtain much better performance using the concatenation and MVWE methods. The linear regression strategy fails in this application.

Conclusion

This paper presents a two-side neural network architecture that can integrate multiple word embeddings for very different application tasks, such as search ranking and semantic word relatedness measuring. The input word embeddings are pre-trained by adapting the existed word embedding algorithm for different data sources. The network is able to be fine tuned for the tasks of interest, and also output a unified word embedding for each of them. The training cost of the network is low since neither much training data nor large nonlinear hidden layer size is needed. The performance of the concatenation and linear regression strategy, which may fail on some tasks, are not robust for combining word embeddings. In contrast, the proposed framework outperforms the baselines consistently for all the investigated tasks. The future work may be to introduce more word embedding al-

<table>
<thead>
<tr>
<th>Methods</th>
<th>@1</th>
<th>@3</th>
<th>@5</th>
<th>@1</th>
<th>@3</th>
<th>@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBOW_click</td>
<td>0.362</td>
<td>0.393</td>
<td>0.412</td>
<td>0.217</td>
<td>0.227</td>
<td>0.234</td>
</tr>
<tr>
<td>CBOW_query</td>
<td>0.145</td>
<td>0.180</td>
<td>0.208</td>
<td>0.077</td>
<td>0.090</td>
<td>0.102</td>
</tr>
<tr>
<td>CBOw_wiki</td>
<td>0.136</td>
<td>0.169</td>
<td>0.194</td>
<td>0.079</td>
<td>0.092</td>
<td>0.103</td>
</tr>
<tr>
<td>CONCAT</td>
<td>0.187</td>
<td>0.208</td>
<td>0.225</td>
<td>0.099</td>
<td>0.108</td>
<td>0.118</td>
</tr>
<tr>
<td>REG</td>
<td>0.380</td>
<td>0.414</td>
<td>0.434</td>
<td>0.217</td>
<td>0.226</td>
<td>0.234</td>
</tr>
<tr>
<td>AVG</td>
<td>0.350</td>
<td>0.385</td>
<td>0.407</td>
<td>0.195</td>
<td>0.205</td>
<td>0.213</td>
</tr>
<tr>
<td>MVWE</td>
<td>0.379</td>
<td>0.414</td>
<td>0.434</td>
<td>0.226</td>
<td>0.234</td>
<td>0.241</td>
</tr>
</tbody>
</table>

Table 2: NDCG performance of different methods for search ranking.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Pearson Correlation</th>
<th>Spearman Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBOW_click</td>
<td>0.594</td>
<td>0.594</td>
</tr>
<tr>
<td>CBOW_query</td>
<td>0.483</td>
<td>0.484</td>
</tr>
<tr>
<td>CBOw_wiki</td>
<td>0.559</td>
<td>0.572</td>
</tr>
<tr>
<td>CONCAT</td>
<td>0.650</td>
<td>0.679</td>
</tr>
<tr>
<td>REG</td>
<td>0.534</td>
<td>0.529</td>
</tr>
<tr>
<td>AVG</td>
<td>0.531</td>
<td>0.580</td>
</tr>
<tr>
<td>MVWE_100</td>
<td>0.663</td>
<td>0.680</td>
</tr>
<tr>
<td>MVWE_300</td>
<td>0.684</td>
<td>0.703</td>
</tr>
</tbody>
</table>

Table 3: Comparison of different methods for word similarity measuring.
goliths for adaptation and combination, and include more application tasks for verification.
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