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Abstract
The hardness of finite domain Constraint Satisfaction Problems (CSPs) is an important research topic in Constraint Programming (CP) community. In this paper, we study the association rule mining techniques together with rule deduction and propose a cascaded approach to extract interesting patterns of hard CSPs with functional constraints. Specifically, we generate random CSPs, collect controlling parameters and hardness characteristics by solving all the CSP instances. Afterwards, we apply association rule mining with rule deduction on the collected data set and further extract interesting patterns of the hardness of the randomly generated CSPs. As far as we know, this problem is investigated with data mining techniques for the first time.

Introduction
On the one hand, association rule mining (Agrawal et al. 1993) is a very widely employed data mining technique and it has been successfully applied to market basket analysis to determine customer buying patterns, intrusion detection, financial profiles, bioinformatics, web-based applications, and so forth. On the other hand, how to randomly generate hard CSPs (Mitchell 1998) has been faced by the CP community because hard CSPs are highly desired as they can be used to evaluate and benchmark the novel algorithms of solving CSPs.

Recognized as a common constraints class, functional constraints (Van Hentenryck et al. 1992) attract many researchers’ great interest (Liu 1995; Zhang et al. 2008) because of their neat properties, especially the bi-functional constraints (Van Hentenryck et al. 1992; David 1993), which are considered as the tractable constraint class. Since functional constraints are usually easier to solve than general constraints due to their particular structure and latent phase transition (Kwan et al. 1998), the task of generating hard CSPs with functional constraints becomes an extremely challenging problem. To conquer this climate, association rule mining technique provides a potentially effective way to investigate hard CSPs and their interesting patterns.

Previous researches on the hardness of CSPs such as (Cheesman et al. 1991; Hogg and Williams 1994; Procovic 2005; Ansotegui et al.2008) mainly focus on the general CSPs, where no constraint types are specified. Empirical evaluations on the hard CSPs are presented in (Kwan 1996; Frost et al. 1997).

Outline of Proposed Approach
To extract the interesting patterns of hard CSPs with functional constraints, we propose a cascaded approach. In our approach, we first formulate the problem as the association rule mining problem. We apply Apriori algorithm (Agrawal et al. 1993; Agrawal et al. 1994) to discover the interesting association rules. In the following, we employ rule deduction to further extract the patterns of hard CSPs.

Apriori algorithm. Apriori algorithm generates candidate itemsets of length $l$ from itemsets of length $l - 1$ and then prunes the candidates which have an infrequent sub pattern. It utilizes a tree structure to count frequent itemsets and uses downward closure to prune unnecessary branches. This algorithm terminates if no further augmentation can be made. Two parameters are involved in the Apriori algorithm: minimum support used for generating frequent itemsets and the other is minimum confidence used for rule derivation.

Rule deduction. Viewed from the perspective of the deduction methods in propositional logic, a rule $X \Rightarrow Y$ is semantically entailed from a set of rules if every dataset where all the rules hold must also satisfy $X \Rightarrow Y$ (Balcázar 2008). Syntactically, the rule $X \Rightarrow Y$ holds if and only if $X \Rightarrow Y$ is derivable from all the rules by applying the following three main Armstrong’s Axioms (Ullman and Widom 2001):

- Reflexivity. $X \Rightarrow X$
- Transitivity. If $X \Rightarrow Y$ and $Y \Rightarrow Z$ then $X \Rightarrow Z$
- Augmentation. If $X \Rightarrow Y$ and $Z \Rightarrow W$ then $X, Z \Rightarrow Y, W$

This mechanism is called rule deduction in our approach. Although association rules are probabilistic implications, here we interpret them under the threshold of confidence and support. Based on the rule deduction, we can obtain much more meaningful rules. Since applying the reflexivity axiom on any rules cannot provide any new information, we mainly apply transitivity axiom and augmentation axiom. Different from redundant rule reduction (Ashrafi et al. 2005), rule deduction can produce new useful rules. With rule deduction techniques, the task of finding the interesting rules from a set of association rules becomes computing the minimum closure of the set of rules.
Experimental Results

In the experiments, we first generate CSP instances randomly based on the combinations of the controlling parameters, which are number of variables $n$, domain size of each variable $d$, number of constraints $e$, number of functional constraints $nf$, tightness of constraints $t$ and seeds $seed$. To generate all possible combinations, we employ additional 4 parameters (Specifically, step size of constraints $stepc$, step size of functional constraints $stepfc$, step size of tightness $stepf$ and step size of seeds $stps$) to control the size of increasing strides of the corresponding controlling parameters in the batch files.

Given the huge exponential combinations of parameters, even though we have fixed $n$ and $d$ to 50, we use 2-step-scanning strategy to deal with the huge combinations: 1) scan sparsely to obtain typical distributions of hard CSPs; 2) concentrate on the relatively small distribution space established at step 1). In the experiment, based on computational results of scanning at step 1), we can eliminate the CSPs with $e = 100$ and $e = 222$. Furthermore, we can eliminate the CSPs with the tightness intervals of $[0.1, 0.30)$ and $(0.75, 0.90]$. The second step scanning focuses on the smaller intervals, i.e., the interval of constraints varying from 344 to 710 still with stride size 122; the interval of tightness varying from 0.30 to 0.75 with stride size 0.01.

To verify the hardness of the randomly generated CSPs, we need solve all the CSP instances. In our experiment, we use a general CSP solver, implemented in C++ based on Arc Consistency algorithm (AC 2001/3.1), to solve all the CSPs to collect their significant characteristics, i.e., controlling parameters and the solving time, of the randomly generated problems. The solver is running on a DELL PowerEdge 1850 (two 3.6 GHz Intel Xeon CPUs) in Linux. Based on the running time of the CSPs, we classify the problem instances into three different classes as shown in Table 1.

Table 1: Hardness classifications based on the solving time for each CSP

<table>
<thead>
<tr>
<th>Case #</th>
<th>Solving Time(s)</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>(0.00, 5.00)</td>
<td>Easy</td>
</tr>
<tr>
<td>Case 2</td>
<td>[5.00, 60.00]</td>
<td>Medium</td>
</tr>
<tr>
<td>Case 3</td>
<td>(60.00, +∞)</td>
<td>Hard</td>
</tr>
</tbody>
</table>

Applying the criteria presented in Table 1, we have 266 instances classified as “Medium” or “Hard” from the total 10334 instances. After obtaining solving time and classifications, we use WEKA to (a collection of data mining algorithms implemented in Java, available at http://www.cs.waikato.ac.nz/ml/weka/) discretize the data and carry out the association rule mining, which is mainly based on the Apriori algorithm. Typically, we set bin value as 20 to discretize the data and the value of minimum support is set to 0.1. In our experiments, the selected measure is lift and its value is set to 1.1. Under these specifications, the totally generated interesting rules are 62. The typical one is $e=(691.7-710], t=(0.6075-0.628] \Rightarrow \text{Classification=Hard}$, which indicates that the total constraints of a CSP is more than 692 and their tightness $e \in (0.6075-0.628]$, then this CSP is highly likely to be hard.

By applying rule deduction to all the rules, we eventually obtain the interesting patterns of hard CSPs. The patterns reveal that tightness $e \in (0.6075, 0.628]$, constraints $e \in (691.7-710]$ and functional constraints $e \in (27.95-30.4]$ (if any), can generate hard CSP instances. These CSP hardness patterns can provide a very useful recommendation for generating hard CSPs. Based on the patterns, one simply set $n = 50$, $d = 50$, $e = 700$, tightness $= 0.618$, functional constraints $= 29$ (if any), the hard CSPs (with functional constraints) can be generated. Also slight change on the tightness can yield more interesting CSP instances.
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