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Abstract

We present a serious game designed to help players/learners develop socio-moral reasoning (SMR) maturity. It is based on an existing computerized task that was converted into a game to improve the motivation of learners. The learner model is computed using a hybrid deep learning architecture, and adaptation rules are provided by both human experts and machine learning techniques. We conducted some experiments with two versions of the game (the initial version and the adaptive version with AI-Based learner modeling). The results show that the adaptive version provides significant better results in terms of learning gain.

Socio-Moral Reasoning (SMR) is a socio-cognitive construct essential for decision-making, as well as social interaction adaptation. It is commonly defined as “how individuals think about moral emotions and conventions that govern social interactions in their everyday lives” (Beauchamp, Dooley, and Anderson 2013). Being able to predict and diagnose one’s socio-moral reasoning skill level (or ability) is a key step for quantifying peoples’ social functioning and can be used to identify those at risk for mal-adaptive social behavior. This diagnosis could help orient people towards appropriate services or provide adequate support to improve this skill’s development. The Socio-Moral Reasoning Aptitude Level (So-Moral)(Dooley, Beauchamp, and Anderson 2010) task is a computer-measured walkthrough in which children and adolescents are presented with visual social dilemmas from everyday life. They are then asked to verbalize how they would react in this situation, justifying their answer. The participants’ answers are recorded verbatim in transcripts that are subsequently scored manually by experts using a moral-maturity coding scheme inspired by Kohlberg’s theory of moral development (Kohlberg 1984). Verbatims are short or long text containing at least one sentence. Each socio-moral reasoning level was well documented by experts.

In this paper, we present a novel emotionally adaptive serious game (LesDilemmes) designed to help develop SMR maturity. The game is based on the existing, computerized So-Moral task. The user model is build using a novel hybrid neural network architecture and the adaptation rules are provided by both human experts and machine learning techniques (a decision tree and a neural network). We will show that the game can significantly improve the SMR of teenagers.

LesDilemmes : A serious game to learn SMR

Many studies have proven the pedagogical value of serious games (Dondlinger 2007; Andrews 2011), which can help build concrete spaces where abstract problems can be explained. For serious games to be efficient it is important that they rely on knowledge models and good learner models. Playing serious games can improve diverse cognitive abilities (Granic, Lobel, and Engels 2014), and can provide opportunities for superior learning experiences since the learner is active and can experience different situations that reflect behaviorally and decision making capacities (Ryan and Deci 2008). Even though there exist several serious game in different domain, there are none that target the SMR skills.

LesDilemmes aims to assess and improve the socio-moral reasoning skills. The game involves a series of dilemmas that the player must solve. It has been implemented as a 3D environment to recreate as faithfully as possible, the real situation in which the individual would normally have to make decisions. For each dilemma, the player has to decide what action to take and give a verbal justification of his choice. The experts then use the reasons given by the player to evaluate his level of maturity. This evaluation is done automatically in the game thanks to our hybrid model that we will present later in this paper. The level of maturity (which varies between 1 and 5) is determined according to the content of the individual’s verbatim and the information extracted from a coding system (see table 1) (Chiasson et al. 2017). The player is also surrounded by non-player characters (NPCs) who represent different SMR levels. He can consult the NPCs and evaluate the justifications they suggest for each dilemma. The player’s emotions are captured during the game, using the Facereader tool (using facial ex-
The emotions are calculated in real-time using the Facereader tool.

**Knowledge state**

The knowledge state in LesDilemmes represents the SMR level of the player. Automatically assessing an individual’s SMR maturity level requires to analyze in real-time with appropriate data, verbatim provided when solving dilemmas. We have a set of textual data (verbatim) already annotated by experts. These annotated data are accompanied by an associated description (a paragraph with key concepts) of each level of SMR (see table 1). We have developed a hybrid model that allows us to accurately assess a player’s SMR level based on his justification (verbatim).

**Hybrid models**

Towel et al. (Towell and Shavlik 1994) defined hybrid learning techniques as “methods that use theoretical knowledge of a domain and a set of classified examples to develop a method for accurately classifying examples not seen during training”. Therefore, a hybrid learning system should learn more effectively than systems that make use of only one of the information sources. There exists few works that focus on the combination of the a priori knowledge and deep learning architectures. Among them, Towel et al. (Towell and Shavlik 1994) (which might be the first paper to discuss this matter) proposed a hybrid system called KBANN (Knowledge-Based Artificial Neural Networks). Their solution maps expert knowledge, represented in propositional logic, into neural networks and then refines this reformulated knowledge using back-propagation. Coro et al. (Coro, Pagano, and Ellenbroek 2013) combined Neural networks (NN) with simulated expert knowledge. The simulated expert was used to generate some examples, which were added to the training set of the NN.

In education, a priori expert knowledge is usually available and generally used to build Intelligent Tutoring Systems (ITS). In other domains, expert knowledge can be available through books or previously built models (such as rules-based models). We believe that this a priori expert knowledge, sometimes acquired over decades of intense research, cannot be dismissed and ignored. In the present paper, in particular, we put forth an approach that uses the attention mechanism (Luong, Pham, and Manning 2015) and capitalizes on the availability of (possibly simplified or inaccurate) theoretical models to reduce the amount of empirical data to use. To our knowledge no research has proposed to combine a priori knowledge with deep learning architecture using the attention mechanism. Moreover, no research in the educational data-mining domain has yet focused on this matter despite the availability of expert knowledge. We applied the proposed solution to the automatic detection of SMR skill level of learners in LesDilemmes.

### Table 1: Brief description of So-Moral coding and examples (Chiasson et al. 2017).

<table>
<thead>
<tr>
<th>Level</th>
<th>Brief description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Moral justifications have an egocentric focus, which is based on obedience to higher authorities and potential consequences to themselves for their actions (e.g. punishment). Thinking at this level is inflexible; there is only one right/wrong way to act.</td>
<td>Because I could go to jail.</td>
</tr>
<tr>
<td>2</td>
<td>Moral justifications are based on a concept of pragmatic deals or exchanging favors with others (‘fair deals’). Thinking is more flexible and is determined by context. The correct option is the one that is right for oneself (self-interest).</td>
<td>Because I might need his/her help in the future.</td>
</tr>
<tr>
<td>3</td>
<td>Moral justifications have a focus on interpersonal relationships, a sense of ‘goodness’, and feelings such as empathy and trust. Decisions are made with good motives and a prosocial perspective of the world.</td>
<td>Because he/she could get hurt.</td>
</tr>
<tr>
<td>4</td>
<td>Moral justifications start to incorporate a broader view of morality; based on the compliance with rules, regulations and standards that society has established to ensure social order</td>
<td>Because if everyone were to be unfaithful, relationships would not have any meaning.</td>
</tr>
<tr>
<td>5</td>
<td>Moral justifications are characterized by the capacity to evaluate situations from various points of view to identify values involved in the specific situation to make the fairest decision. Protection of fundamental values and people’s rights is specific to this stage, even though these concepts are expressed very concrete.</td>
<td>Because people work hard for their things and we should respect their belonging.</td>
</tr>
</tbody>
</table>
The proposed hybrid model will constrain the deep neural network model (DNN) to pay attention to what the a priori knowledge says about the current input \( x \). Since attention (Xu et al. 2015) is a memory-access mechanism, it fits well in this context where we want the model to have access to the a priori knowledge during learning. In other words, the DNN will “consult” the knowledge before taking the final decision. The importance the DNN model will accord to what the knowledge says is computed (learned) using the final decision. The importance the DNN model will give to each of the predictions from the knowledge.

Thus, the model will focus on what the knowledge says before taking any decisions. In the attention mechanism presented by Luong et al (Luong, Pham, and Manning 2015) (specifically the global attention model), the attention vector is calculated from the target hidden state \( h_t \) and the input hidden state. Instead of the hidden input state \( \tilde{h}_t \), we will have the data from the knowledge, that will be used to calculate the context vector \( C_t \) (which we will call context vector expert side) (see Figure 2 in (Luong, Pham, and Manning 2015)). Thus, given the hidden state \( h_t \) (the prediction) of the neural model, and the context vector on the expert side \( C_t \), we use a concatenation layer to combine the information of the two vectors to produce the attention hidden state \( a_t \) as follows:

\[
a_t = \tanh(W_c[c_t^e; y_t])
\]  

The attentional vector \( a_t \) as well as the prediction made from the expert knowledge \( e \) and the hidden state \( y_t \) (the prediction) of the neural model are then sent in a dense layer to produce the expected result \( y_t' \). The context vector on the expert side is then calculated as follows:

\[
score(e_k, y_t) = e_k \cdot y_t \cdot W_a + b
\]

\[
\alpha_{t,k} = \frac{\exp(score(e_k, y_t))}{\sum_{j=1}^s \exp(score(e_j, y_t))}
\]

\[
c_t^e = \sum_k \alpha_{t,k} \cdot e
\]

Where \( 1 <= k <= s \), \( e \) is the prediction made from expert knowledge, \( y_t \) is the current prediction made by the neural architecture and \( s \) is the size of the predicted vector (the number of classes to predict). \( e \) is a vector of length equal to the size of the vector to be predicted where each input represents the probability that the input belongs to each class according to the a priori knowledge. \( e_k \) is size 1 and \( W_a, W_c, W_s, W_e, W_t, b, e \) and \( a_t \) are of size \( s \). The score is a content-based vector that calculates the correlation (alignment score) between knowledge and latent features learned by neural architecture. This parameter defines how expert knowledge and features learned from the data are aligned.

The model assigns a score of \( \alpha_{t,k} \) to the pair of entities at position \( t \) and the knowledge \( (e_k, y_t) \), based on their correspondence. The set of \( \alpha_{t,k} \) are weights defining to what extent each feature of the data from the a priori knowledge must be taken into account for each output (final prediction). The figure 1 shows in detail this global process.

We used the WMD to construct the first part of the vector representing the expert knowledge in our hybrid model. Each description of each level of SMR and each verbatim are considered as different “documents”. We transformed each document into a representation using a french word2vec pre-trained vectors . We calculated the similarity between each verbatim and each description (5 descriptions) using the gensim tool Wmd-Similarity . For each verbatim, this
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calculation provided us with a vector of length 5 where each entry is the similarity between the verbatim and the description of the corresponding SMR level. We used the second technique to extract the n-grams (uni and bi-grams) from the textual description of the levels, which gave us a list of n-grams for each SMR level. We also generated a list of synonyms for all keywords (extracted manually) included in the descriptions. For each verbatim, we counted the number of times each n-gram of each level appeared in the text. The sum of the vectors generated by this process gave us, for each verbatim, a vector of size 5 where each entry represents the number of n-grams and the number of synonyms of each level found in the verbatim. We finally applied the softmax function to the resulting vector that was added to the one generated by the WMD method. The result vector \( v \) of this step is the "knowledge" vector of our hybrid model. The code for this model is publicly available.

The Adaptation model

To introduce a form of feedback and scoring into the game, we have added simulated social feedbacks, showing the number of friends and likes according to the players’ SMR level. When the SMR level of the player’s increases, the player gains likes, and when he positively evaluates (in agreement) the opinions of NPCs with a higher level of maturity than his own, he gains friends. On the other hand, if he agrees with NPCs with lower SMR levels, it does not affect the number of likes or the number of friends. These rules, are a result of interactions with experts.

Rules defined by experts

Here are some rules defined by the experts:

- **If** the player (with a SMR level equals to \( R \)) does not agree with a NPC with a SMR level equals to \( R_x \) and \( R_x \geq R \) Then the NPC will display a negative emotion with a thumb down to indicate to the player that it should not disagree.

- **If** the player’s SMR level is improving Then the feedback is a congratulation message specific to his current SMR level.

- **If** the player has a SMR level equals to 1 Then the feedback is a message that will help him think like someone with a SMR level equals to 2 or 3 (the choice of messages is automatic). If the SMR level equals to 2 (selfish), then the feedback is a message that will help him think like someone with a SMR level equals to 3 or 4 etc.

Rules extracted from data

We extracted some rules using a decision tree and a neural network. The goal is to automatically determine the attributes of learners and the elements of the system that have an impact on the learning process. Once this step is completed, the actions to be taken (system elements to be modified) should be automatically determined when certain values for these attributes are observed.

We have built a decision tree from the data collected during the first experiment with the non-adaptive version of the game. The class to predict was the SMR level, based on the 7 emotions plus the valence and the arousal, the visiting style of the NPCs and the evaluation done on each of the opinions of the NPCs. The disadvantage of such a solution is that if the data is very large, it becomes less efficient to build a decision tree.

In addition to the decision tree, we have developed a neural network (NN) for the extraction of other rules. Many approaches have been proposed for extracting rules from neural networks. Essentially, rule extraction algorithms fall into three categories: decompositional, pedagogical and elective (Bologna and Hayashi 2018). We used the decompositional approach, where rules are extracted at the level of hidden neurons and output neurons by analyzing the weight values (Murdoch and Szlam 2017). A NN implements a function that takes inputs and produces predictions. Each input has a certain importance in predicting the output. This importance is measured by the weight assigned by the NN to each of the inputs. For example, if we consider a single-layer NN, with 2 neurons on the input layer, then the output would be written as follows:

\[
Y = f(w_1 \cdot x_1 + w_2 \cdot x_2) + b
\]

Where \( f \) is an activation function, \( b \) is the bias and \( w_1, w_2 \) are the weights learned by the network which measure the importance of each input on the output prediction. For example if \( w_1 > w_2 \) then this implies that the input \( x_1 \) is more important in the calculation of \( y \) than \( x_2 \). This is true if we force the network to learn only positive weights and transform the inputs so that their domain of definition is the same. It has been proven that by constraining the value of weights in this way, the learning process of the network is not affected (Chorowski and Zurada 2015). From our example, we can extract a rule that says: if \( x_1 \) is large then so is \( Y \) (knowing that \( f \) is a strictly increasing activation function on \( \mathbb{R} \)). To extract the rules from the NN (see figure 2) trained on the same data as the decision tree, we used the following process. Let \( W \) be the weight matrix of the penultimate layer where each row \( W_j = [w_{1,j}, ..., w_{n_j}] \) represents the weights connected to each neuron \( j \) of the last layer. \( n = 3 \) (emotions, evaluation of NPCs, NPCs) and \( j \in [1,2] \) where \( j = 1 \) means that the weights are related to the neuron that triggers a value close to 1 when the reasoning level is less than 3 (\([1,0]\)). To assess the importance of inputs in predicting output, we did not directly consider the weight matrix, but the relative values. So instead of using \( w_i \) we used \( a_{i,j} \) which is the result of applying the softmax function to all weights connected to the same neuron.

\[
a_{i,j} = \frac{e^{w_{i,j}}}{\sum_{i=1}^{n} w_{i,j}}
\]

The value \( A_{i,j} \) used to evaluate the importance of the \( i \) input (in the prediction of each of the \( j \) outputs) is calculated as follows:

\[
A_{i,j} = \frac{\sum_{k} a_{i,j,k}}{\sum_{k} \sum_{j} a_{i,j,k}}
\]
Figure 3: Final model for the prediction of the SMR. Each sub-model is specialized in predicting the level(s) specified in parentheses. Each model is a hybrid architecture.

In each layer, entries with a value greater than $A_{i,j}$ are the most important. Here are some rules extracted from the NN and the decision tree:

- If Arousal < 0.228 and Sad < 0.02 Then play soft music.
- If the player has not visited the NPCs of Level 2 or 5, Then force him to do so in the next dilemmas.

Experiments

First, we evaluated the performance of the player’s model to accurately predict the level of socio-moral reasoning. We then integrated this model into the game, as well as the adaptation rules. A first experiment was conducted with the non-adaptive version of the game. This experience was carried out on 30 participants aged 8 to 19 years. A second experiment was then conducted with the adaptive version of the game, in which we integrated the learner’s model and the adaptation rules. 40 participants aged 10 to 17 participated in the second study. We measured the difference between these two systems in terms of learning gain, immersion, and satisfaction. Before the experiment, participants are asked to pass a pre-test (on a computer) which consisted of 3 dilemmas pre-selected by our team. For each dilemma, the participant listens to the dilemma and then gives his or her opinion verbally. The purpose of the pre-test was to evaluate the SMR level before they start to play, which would allow us to evaluate the impact of the game on the learning. Once the pre-test was completed, the participant could then play the game. Emotions were used in real-time in the adaptive version of the game. Once the game was ended, participants were asked to complete a final questionnaire on immersion, learning, and satisfaction. Once the questionnaire was completed, participants conducted a post-test (similar to the pre-test). We have divided the evaluation of the experimental results into two parts:

- Subjective Evaluation: The goal is to evaluate how the player perceives the game in terms of immersion, learning and satisfaction. To do this, we mainly use the answers to the final questionnaires.
- Objective evaluation: The goal is to objectively evaluate the learning and satisfaction of the game.

Evaluation of the hybrid model

The data consists of 731 verbatims (in French) manually annotated by experts. Since the data set is unbalanced (class 4 and 5 have fewer examples), we have trained different specialized models in the prediction of each of the levels with fewer examples. We then used ensemble methods to combine the results of these models and produce the final prediction. The architecture of the final model is presented in figure 3. Figure 4 shows the architecture we propose for predicting the level of socio-moral reasoning. The models take as input the verbatims that have been pre-processed (tokenization, text to sequence, etc.) and vectorized. The vectors are then sent to the embedding layer. In the figure 4, vectors from the embedding layer are sent to the LSTM layer (note that we only considered the output of the last cell). The a priori knowledge and the output of the LSTM are then passed to the attention layer which performs a combination of the two data sources (as presented above). The vector extracted from the attention layer is then fused with the a priori knowledge and output of the LSTM. The concatenation of these three data sources is passed to the last layer for final prediction. This process is the same for the CNN, except that the attention layer takes as input the a priori knowledge and the result of the pooling operation applied at the CNN output. To assess the added value of our solution, we considered two similar models, the cnn-expert and the lstm-expert. However, these models do not have an attention layer based on a priori knowledge. The data are concatenated with the a

<table>
<thead>
<tr>
<th>Models</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert-Only</td>
<td>0.47</td>
<td>0.40</td>
<td>0.38</td>
<td>0.40</td>
</tr>
<tr>
<td>cnn-only</td>
<td>0.58</td>
<td>0.53</td>
<td>0.49</td>
<td>0.53</td>
</tr>
<tr>
<td>lstm-only</td>
<td>0.42</td>
<td>0.43</td>
<td>0.42</td>
<td>0.43</td>
</tr>
<tr>
<td>cnn-expert</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>lstm-expert</td>
<td>0.54</td>
<td>0.53</td>
<td>0.51</td>
<td>0.53</td>
</tr>
<tr>
<td>cnn-expert-att</td>
<td>0.67</td>
<td>0.65</td>
<td>0.63</td>
<td>0.65</td>
</tr>
<tr>
<td>lstm-expert-att</td>
<td>0.59</td>
<td>0.60</td>
<td>0.58</td>
<td>0.60</td>
</tr>
<tr>
<td>Final model</td>
<td>0.72</td>
<td>0.75</td>
<td>0.73</td>
<td>0.75</td>
</tr>
</tbody>
</table>
priori vector.

All models were trained on 80% (including 20% as validation data) of the data and tested on the remaining 20%. The results are presented in the table 2 and figure 5. As we can see, models that take into account a priori knowledge give good results in predicting classes with few samples compared to other models (see f1 score for classes 2, 4, and 5). This suggests that integrating expert knowledge into neural models improves classification even when the data set is unbalanced. Overall, models using CNN have worked better than models using the LSTMs since it has been shown that the latter is a more generalizable solution when there is a lot of data available. We have therefore integrated the CNN-based model into the game. The prediction of the SMR level in the game is done in real-time. We first record the learner’s audio justification before transforming it into text using Google speech to text API5. The text is then sent to the model that makes the prediction and updates the learner’s model.

Subjective evaluation

Evaluating learning: The subjective assessment of learning aims to know what the player thinks about his learning in the game. Explicit questions such as “did you feel like you learned things in the game?” were asked. The answers were presented in the form of a Likert scale ranging from 1 to 6 (corresponding respectively to not having learned something and to have learned something). Figure 6 shows the difference in the average learning rate (according to the players) between the two versions of the game. We can see that there is a difference between the two versions even if it is not statistically significant (p = 0.064).

Evaluating immersion: The subjective evaluation of immersion aims to know what the player thinks about immersion in the game. Explicit questions such as ‘I was sometimes so involved that I forgot I was in a game’ were asked. We can see in the figure 6 that there is a significant difference (p = 0.045) in immersion (according to the players) between the two versions. This means that the adaptive version is significantly more immersive than the non-adaptive version. It should be noted that in the adaptive version, the background music could change according to emotions, which is one of the factors that probably contributed to this result.

Evaluating satisfaction: The subjective assessment of satisfaction aims to assess what the player thinks about the game in general. Explicit questions such as ‘Did you like playing this game?’ were asked. As we can see in figure 6, there is a difference in satisfaction between the two versions. However, this result is not significant since p = 0.10. We cannot, therefore, draw any conclusions for this dimension. Perhaps with more participants, we would see the difference. More investigations should be conducted.
Objective evaluation

Evaluating learning: To measure the potential of the game in supporting users to develop a higher level of SMR, we will compare the average of the SMR levels obtained by the players during the pre-test, the post-test and the play session. We eliminated participants whose data was partial and/or biased. The results show that the average SMR level of players during the pre-test (1.70) is lower than their average SMR levels during the play session (2.30) and the post-test (2.53) in a very significant way ($p = .001$) (figure 7). Thus, the game allowed a significant increase in the SMR. We also compared the non-adaptive and adaptive versions of the game. In figure 8, the difference between the posttest and the pre-test is higher ($p = 0.048$) for those who played the adaptive version compared to those who played the non-adaptive version. Note that, the initial SMR levels are significantly lower for those who played the adaptive version compared to others. This is because participants who played the non-adaptive version were older. Thus, the adaptive version of the game was more effective in supporting the learning of socio-moral reasoning than its non-adaptive version.

Evaluating emotions: Emotions promote learning (Tyng et al. 2017). For all the participants (of the adaptive version), we averaged their emotional reactions to each dilemma. Neutral and anger emotions tend to be more present in activities involving reading. Also, these emotions tend to manifest with greater intensity than others when captured with the Facereader (Alitalo 2016). In LesDilemmes, the most common activity is reading. This is even truer in the adaptive version of the game since we have added textual feedbacks (learning messages, etc). The game does not have a dynamic similar to "real video games" in the sense that the main character has no liberty in the environment except to make decisions, give his opinion and evaluate others through clicks.
Thus, we will generally observe emotions that are more negatives than positives. We made a first comparison of the means between the valence and the arousal (see figure 9) on the 2 versions of the game. We see that the mean valence is significantly higher in the adaptive (A) version than in the non-adaptive (NA) version. The adaptive version therefore generated ($p < 0.001$) more positive emotions than the non-adaptive version despite the presence of more “textual” content.

We made a second comparison of the means (see figure 10) involving some of the 7 basic emotions. As shown in that figure, the non-adaptive version generated significantly more anger and disgust than the adaptive version ($p < 0.001$). On the other hand, the adaptive version evoked more neutrality and surprise among the players. Several studies have shown that surprise is an emotion that plays a major role in learning (Foster and Keane 2019). In fact, elements causing surprise are stored more easily and recalled more accurately than elements causing less surprise.

**Conclusion**

We developed a prototype of a serious game for SMR development. The assessment of the game suggests that it was appreciated by the players in terms of immersion, playability, and learning. The adaptive version of the game can keep the player in an emotional state appropriate for learning. This is possible thanks to the model that automatically predicts the SMR and the adaptation rules. Although there is still room for improvement in the game itself (game dynamics), the adaptive version had a significantly more positive effect than the non-adaptive version on all dimensions assessed, and we are convinced that this positive impact would have been even higher if the automatic transcription from audio to text were more accurate.
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