





Lfolicy( )= E¢min( ¢ )A: clip( () 1— 1+ )A)] (6)

where Ay is the advantage function (Sutton and Barto 2018).

Certain actions may increase the return in extreme situa-
tions but may not work in general. To avoid such situation,
the algorithm adopts a surrogate clip function and discards
actions when their rates-to-change are larger than :
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where (0) = o (arla0) is the change rate of actions.

The algorithm employs stochastic gradient ascent (SGA)
to optimize both the policy network and the value network.
The process continues until no better policy is found.

This PPO-based method alone can be used in other ap-
plications. However, for the reasons motivating this paper,
we think it should be used in combination with what we will
present next corpus-level document representation and dif-
ferentiable ranking function.

Build a Global Representation

In this paper, we propose to compress an entire text corpus
into a global low-dimensional representation and keep it at
all time. Our goal is to enable a DS agent to always gain
access to the full state space. We believe it is essential for
a DS agent because not being able to reach documents in
under-explored areas would mean not being able to recover
from early bad decisions.

We summarize the procedure of creating global repre-
sentation into three steps. First, each document is split into
topic-coherent segments. The latest advances in Neural In-
formation Retrieval (NeulR) have demonstrated the effec-
tiveness of using topical structures for NeulR (Tang and
Yang 2019; Fan et al. 2018). In this work, we follow (Tang
and Yang 2019) for segmenting and standardizing docu-
ments. Each document is splitinto a xed B number of seg-
ments (B is empirically set to 20). Within each segment, the
content is expected to be topic-coherent since the segmen-
tation is done based on Tilebars. Tilebars (Hearst 1995) is
a classical text visualisation work and has been proven to
be very effective in helping identify relevant documents by
visualizing the term matches.

Second, bag-of-Words (BoW) is used as the feature vec-
tor for a segment and is of a size equal to the vocabu-
lary s size W. This dimension is usually quite high and
could easily reach millions in natural language tasks. There-
fore, we compress each segment into a much manageable
lower-dimension N (N < W). One challenge is that af-
ter the compression the relevant and irrelevant documents
would be crowed together and dif cult to be separated apart.
To address this issue, We employ t-SNE (Maaten and Hin-
ton 2008) for dimension reduction. The idea is based on
Barnes-Hut approximation (Barnes and Hut 1986). Assume
the high-dimensional input € RY follows Gaussian dis-
tribution. The probability that two random data points x; and
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Figure 2: Global representation of a toy corpus (of 5 docu-
ments): Documents are segmented and standardized follow-
ing (Tang and Yang 2019). Similar colors suggest similar
contents. Document 2 is darkened after being visited. Docu-
ment 4 is currently selected by the RL agent and highlighted
with white.
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The algorithm then maps these data points in the high di-
mensional space to points y in a much lower dimensional
space R". Suppose «; and ; project into the lower dimen-
sion as y; and y;. The probability that y; and y; are still
neighboring to each other is
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is minimized. The solution to the new projection can be
achieved step by step via gradient descent.

Third, segments from all documents are stacked together
to form a global representation. The global representation is
denoted by C and its dimensions are C x B x n. Here C
is the number of documents, B is the number of segments
per document, and n is the reduced feature dimension. In
our work, N is empirically set to 3. In this global represen-
tation C, each row represents a document and each column
represents a segment at a certain position in the documents.
Each row unfolds the segments horizontally, with their orig-
inal order in a document preserved. For generality, we make
no assumption about the stacking order of documents. The
RL agent is expected to complete the search task even when
dealing with randomly ordered documents. Figure 2 illus-
trates the global representation of a toy corpus.






Search DD17-10

User: Leaning Towers of Pisa Repairs

System: Return document 0290537

User: Non-relevant document.

System: Return document 0298897

User: Relevant on subtopic 320 with a rating of 2,

No one doubts that it will collapse one

day unless preventive measures are taken.

System: Return document 0984009

User: Relevant on subtopic 318 with a rating of 4,

The 12th-century tower was closed to
tourists in 1990 for fear it might topple.

Table 2: Example Interaction History.

the top submitted run from each team to best represent their
approach. The runs are:

Galago (Croft, Metzler, and Strohman 2009):This ap-
proach does not use any user feedback. Documents are re-
peatedly retrieved with the same query Q at each iteration
by Galago. Documents appeared in previous iterations are
removed from current iteration.

Deep Q-Network (DQN) (Tang and Yang 2017): A
DQN-based algorithm that selects query reformulation ac-
tions such as adding terms and removing terms and uses
Galago to retrieve the documents.

Relevance Feedback (RF) (Rogers and Oard 2017) : The
query Q is used to rst retrieve an initial set of documents
using Indri.? Then the documents are re-ranked by their sim-
ilarity to the user feedback in all previous iterations. It is
a variant of the relevance feedback (RF) model (Robertson
and Jones 1976).

Results Diversification (DIV) (Zhang et al. 2017): This
approach expands queries based on previous user feedback.
The documents retrieved with solr? are then re-ranked with
the xQuAD result diversi cation algorithm (Santos et al.
2010).

CE3: The proposed method in this paper. For compari-
son, we also implement a variant, CE3 (doc2vec), which
uses doc2vec (Le and Mikolov 2014) to compress the fea-
ture vector for each segment. The embeddings are trained on
more than 1.8 million documents. Other settings are identi-
cal between CE3 and CE3 (doc2vec).

Parameters We construct a collection for each search
topic Q by mixing relevant documents and irrelevant doc-
uments at a ratio of 1:1 to simulate a common re-ranking
scenario. The corpus size C ranges from tens to thousands.
Among all the parameter combinations, the following con-

guration yields the best performance: The dimension of t-
SNE s output n is set to 3. The number of segments per doc-
ument B is set to 20. Coef cients ¢; and C; in Eq. 4 are
0.5 and 0, respectively. Both the policy and value networks
have 2 layers of CNNs and 1 MLP. The rst CNN consists
of eight 2 x 2 kernels and the second consists of 16. The

2https://www.lemurproject.org/indri/
*http://lucene.apache.org/solr/
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hidden layer of MLP consists of 32 units and is the same for
both networks. The output layer of MLP has 3 units for the
policy network and 1 for the value network.

Results

From Figure 3, we observe that CE3 outperforms all others
in recall (Fig. 3c) and aspect recall (Fig. 3c) at all time. It
suggests that our RL agent is able to explore more areas in
the state and action spaces than the rest. While other algo-
rithms also manage to achieve a high aspect recall (> 0.9),
they do not perform as well at recall. It shows that although
traditional diversi cation methods can nd a few relevant
documents for each aspect, it is hard for them to continue the
investigation on a visited aspect. This indicates their less ef-
fective exploration. Instead, CE3 s ranking function enables
end-to-end optimization, which allows the agent to effec-
tively explore at all different directions in the state and action
spaces. It thus works very well on recall-oriented measures.

CE3 performs very impressive in precision (Fig. 3b), too.
As the search episode develops, all other approaches show
declined precision; however, CE3 stays strong at all itera-
tions. We think it is because other methods could not easily
recover from early mistakes while CE3 s global representa-
tion allows it to explore elsewhere for ne opportunities when
a bad decision happens.

Moreover, even not speci cally designed for rank-
sensitive metrics, CE3 performs very well on nsDCG, too.
Results (Fig. 3a) reveal that at the beginning CE3 does not
score as high as other methods; however, at the end of the
episode, CE3 largely outperforms the rest. We believe the
initial successes of other methods are caused by that they
are well-tuned to be ranking-sensitive, which is what exist-
ing retrieval functions address. However, they seem not to be
able to adapt well when the number of interactions increases.

In addition, it comes to our attention that CE3 (doc2vec)
is left far behind by CE3. We know that they only differ
in their choices to dimension reduction. In a follow-up in-
vestigation, we discover that CE3 retrieves much less dupli-
cated documents than CE3 (doc2vec) does. Table 3 reports

e (D DDZ B Dt Il the percentage of duplicate docu-
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ments being retrieved, for the two CE3 variants. We believe
it is due to how they compress the feature vectors in a seg-
ment. Doc2vec makes no assumption about the data distribu-
tion after compression. Vectors trained by doc2vec are prob-
ably crowded together and yield more duplicated results. On
the contrary, t-SNE helps CE3 separate relevant documents
from irrelevant documents, which makes it contribution to
CE s success.

Visualize the Exploration

We are interested in observing the dynamics during a DS
process. Figure 4 illustrates the rst 8 steps for a search
task with 3 subtopics. Based on the ground truth, we ar-
range the relevant documents at the top and irrelevant docu-
ments at the bottom. Among the relevant documents, those
belong to the same subtopic are grouped together and placed
in the order of subtopics 1 to 3. The turquoise dotted lines
are added to highlight where each subtopic s are. The white






