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Abstract

Coarse correlation models strategic interactions of rational agents complemented by a correlation device which is a mediator that can recommend behavior but not enforce it. Despite being a classical concept in the theory of normal-form games since 1978, not much is known about the merits of coarse correlation in extensive-form settings. In this paper, we consider two instantiations of the idea of coarse correlation in extensive-form games: normal-form coarse-correlated equilibrium (NFCCE), already defined in the literature, and extensive-form coarse-correlated equilibrium (EFCE), a new solution concept that we introduce. We show that EFCEs are a subset of NFCCEs and a superset of the related extensive-form correlated equilibria. We also show that, in n-player extensive-form games, social-welfare-maximizing EFCEs and NFCCEs are bilinear saddle points, and give new efficient algorithms for the special case of two-player games with no chance moves. Experimentally, our proposed algorithm for NFCCE is two to four orders of magnitude faster than the prior state of the art.

Introduction

As a generic term, correlated equilibrium denotes a family of solution concepts whereby a mediator that can recommend behavior, but not enforce it, complements the interaction of rational agents. Before the game starts, the mediator—also called a correlation device—samples a tuple of normal-form plans (one for each player) from a publicly known correlated distribution. The mediator then proceeds to privately ask each player whether they would like to commit to playing according to the plan that was sampled for them. Being part of an equilibrium, the correlated distribution must be such that no player can benefit from not following the recommendations, assuming all other players follow. Example games where a correlation device is natural include traffic, congestion control, load balancing (Ashlagi, Monderer, and Tennenholtz 2008), and carbon abatement (Moulin, Ray, and Gupta 2014).

In the context of extensive-form (that is, tree-form) games, two different instantiations of the idea of coarse correlation are known in the literature: normal-form correlated equilibrium (NFCE) (Aumann 1974; Gilboa and Zemel 1989) and extensive-form correlated equilibrium (EFCE) (von Stengel and Forges 2008). The two solution concepts differ in what the mediator reveals to the players. In an NFCE, the mediator privately reveals to each player, just before the game starts, the whole normal-form plan that was sampled for the player. Players are then free to either play according to the plan, or play any other strategy that they desire. In an EFCE, the mediator does not reveal the whole plan to the players before the game starts. Instead, the mediator incrementally reveals the plan by recommending individual moves. Each recommended move is only revealed when the player reaches the decision point for which the recommendation is relevant. Each player is free to play a move different than the recommended one, but doing so comes at the cost of future recommendations, as the mediator will immediately stop issuing recommendations to any player who did not follow all the recommendations so far. Because of this deterrent, and because players have to decide whether to follow recommendations knowing less about the sampled normal-form plan than in NFCE, a social-welfare-maximizing EFCE always achieves social welfare equal or higher than any NFCE.

Coarse correlated equilibrium differs from correlated equilibrium in that players must decide whether or not to commit to playing according to the recommendations of the mediator before observing such recommendations. Normal-form coarse-correlated equilibrium (NFCE) (Moulin and Vial 1978) is the coarse equivalent of NFCE. Before the game starts, players decide whether to commit to playing according to the normal-form plan that was sampled by the mediator (from some correlated distribution known to all players), without observing such a plan first. Players who decide to commit will privately receive the plan that was sampled for them; players that decide to not commit will not receive any recommended plan, and are free to play according to any strategy they desire. Since players know less at the time of commitment than either in NFCE or EFCE, a social-welfare-maximizing NFCCE is always guaranteed to achieve equal or higher social welfare than any NFCE or EFCE. No coarse equivalent of EFCE is known in the literature.

In this paper, we introduce the coarse equivalent of EFCE,
which we coin \textit{extensive-form coarse-correlated equilibrium (EFCE)}. It is an intermediate solution concept between EFCE and NFCCE. Specifically, EFCE is akin to EFCE in that each recommended move is only revealed when the players reach the decision point for which the recommendation is relevant. However, unlike EFCE, the acting player must choose whether or not to commit to the recommended move, before the move is revealed to them, instead of after. Figure 1 shows how EFCE fits within the family of correlated and coarse-correlated solution concepts.

We prove that EFCCEs are a subset of NFCCEs and a superset of EFCEs, and give an example of a game in which the three solution concepts lead to distinct solution sets. So—because a social-welfare-maximizing EFCE guarantees a higher social welfare than any EFCE—our EFCE solution concept is more appealing than EFCE in applications where the mediator has enough contractual power to enforce that agents that commit to follow the recommended move actually do play the recommended move. This can be the case, for example, if players are able to enter into binding contracts with the mediator or the mediator has enough extraneous power over the players.

We also show that the problem of computing a social-welfare-maximizing EFCE can be expressed as a bilinear saddle-point problem, which can be solved in polynomial time in two-player extensive-form games with no chance moves but not in games with more than two players or two-player games with chance moves. Finally, we note that in two-player games with no chance moves, EFCE leads to a linear program whose size is smaller than EFCE; because of this, EFCE can also be used as a computationally lighter relaxation of EFCE (for example, as a routine in the algorithm by Čermák et al.; Bosanský et al. (2016; 2017) for computing a strong Stackelberg equilibrium).

Finally, we show that the problem of computing a social-welfare-maximizing NFCCE can be expressed as a bilinear saddle-point problem, which can be solved in polynomial time in two-player extensive-form games with no chance moves (the problem is known to be NP-hard in games with more than two players and/or chance moves (von Stengel and Forges 2008)). This formulation is significant, as it enables several new classes of algorithms to be employed to find a social-welfare-maximizing NFCCE. In particular, we show that it enables a linear programming formulation that in our experiments is two to four orders of magnitude faster than the prior state of the art.

---

**Figure 1:** Correlated and coarse-correlated solution concepts.

**Preliminaries**

Extensive-form games are played on a game tree, and can capture both sequential and simultaneous moves, as well as private information. Each node $v$ in the game tree belongs to exactly one player $i \in \{1, \ldots, n\} \cup \{c\}$ whose turn it is to move. Player $c$ is a special player called the \textit{chance player}; it is used to denote random events that happen in the game, such as drawing a card from a deck or tossing a coin. The edges leaving $v$ represent actions that the player can take at that node; we denote the set of actions available at $v$ by $A_v$.

In order to capture private information, the set of nodes that belong to each player $i \in \{1, \ldots, n\}$ are partitioned into a collection $I_i$ of nonempty sets. Each node $v \in I_i$ is a called an \textit{information set} of Player $i$, and is a set of nodes that Player $i$ cannot distinguish among, given what the player has observed so far. In this paper, we assume \textit{perfect recall}, that is, no player forgets what he or she knew earlier. Necessarily, for any $I \subseteq I_i$ and $u, v \in I$, it must be $A_u = A_v$, or otherwise Player $i$ would be able to distinguish between $u$ and $v$. For this reason, we will often write $A_I$ to mean the set of available actions at any node in $I$. Finally, two information sets $I_i$, $I_j$ for Player $i$ and $j$, respectively, are \textit{connected}, denoted by $I_i \leftrightarrow I_j$, if there exist $u \in I_i$, $v \in I_j$ such that the path from the root to $u$ passes through $v$ or vice versa.

Any node $v$ for which $A_v$ is empty is called a \textit{leaf}, and denotes an end state of the game. We denote the set of leaves of the game by $Z$. Each $z \in Z$ is associated with a tuple of $n$ payoffs (one for each non-chance player); we denote by $u_i(z)$ the payoff for Player $i \in \{1, \ldots, n\}$ in leaf $z$.

**Sequences ($\Sigma$)**

The set of sequences of Player $i$, denoted by $\Sigma_i$, is defined as the set $\Sigma_i := \{(I, a) : I \in I_i, a \in A_I\} \cup \{\emptyset_i\}$, where the special sequence $\emptyset_i$ is called the \textit{empty sequence} of Player $i$. Given a node $v$ that belongs to Player $i$, the \textit{parent sequence} of $v$, denoted by $\sigma_i(v)$, is the last sequence $(I, a) \in \Sigma_i$ encountered on the path from the root of the game tree to $v$; if no such sequence exists (i.e., Player $i$ never acts before $v$), we let $\sigma_i(v) = \emptyset_i$. The \textit{parent sequence} $\sigma(I)$ of an information set $I \in I_i$ is defined as $\sigma(I) := \sigma(v)$ where $v$ is any node in $I$ (all choices produce the same parent sequence, since the game is assumed to have perfect recall).

A pair of sequences is \textit{relevant} if their information sets are on the same branch. Formally, given two sequences $\sigma_i$ and $\sigma_j$ for two distinct Players $i$ and $j$, respectively, we say that the pair $(\sigma_i, \sigma_j)$ is relevant if either one sequence is the empty sequence, or $\sigma_i = (I_i, a_i), \sigma_j = (I_j, a_j)$ and $I_i \leftrightarrow I_j$.

**Reduced-Normal-Form Plans ($\Pi$)**

A \textit{normal-form plan} for Player $i$ defines a choice of action $a_I \in A_I$ for every information set $I \in I_i$ of the player. However, this representation contains irrelevant information, as some information sets may become unreachable after the player makes certain decisions higher up the tree. A \textit{reduced-normal-form plan} $\pi$ is a normal-form plans where this irrelevant information is removed: it defines a choice of action for \textit{every} information set $I \in I_i$ that is still reachable as a result of the other choices in $\pi$ itself. We denote the set of reduced-normal-form plans of Player $i$ by $\Pi_i$.
We now define certain subsets of $\Pi_i$. The reader is encouraged to refer to Figure 2 while reading the definitions to see what these subsets are in a small example. Given an information set $I$ of Player $i$, we denote by $\Pi_i(I)$ the subset of reduced-normal-form plans $\pi$ where Player $i$ plays so as to reach $I$ whenever possible (the possibility depends on the opponent’s actions up to that point), and can play any other actions at points of the game where reaching $I$ is not possible anymore. Given a sequence $\sigma = (I, a) \in \Sigma_i$, $\Pi_i(\sigma)$ further curtails the set of reduced-normal-form plans in which Player $i$ tries to reach leaf by $z \in Z$. Finally, a reduced-normal-form strategy for Player $i$ is a probability distribution over $\Pi_i$.

**Polytope of Sequence-Form Strategies ($Q$)**

The sequence-form representation is a more compact way of representing normal-form strategies of a player in a perfect-recall extensive-form game (Romanovskii 1962; Koller, Megiddo, and von Stengel 1996; von Stengel 1996). Formally, fix a player $i \in \{1, \ldots, n\}$, and let $\mu$ be a probability distribution over $\Pi_i$. The sequence-form strategy induced by $\mu$ is the real vector $y$, indexed over $\sigma \in \Sigma_i$, defined as

$$y(\sigma) := \sum_{\pi \in \Pi_i(\sigma)} \mu(\pi).$$

The set of sequence-form strategies that can be induced as $\mu$ varies over the set of all possible probability distributions over $\Pi_i$ is denoted by $Q_i$. Koller, Megiddo, and von Stengel (1996) prove that it is a convex polytope (called the sequence-form polytope) $Q_i = \{y \in \mathbb{R}^{\Sigma_i} : F_i y = f_i, y \geq 0\}$, where $F_i$ is a sparse $|\Sigma_i| \times |\Sigma_i|$ matrix with entries in $\{0, 1, -1\}$, and $f_i$ is a vector with entries in $\{0, 1\}$.

**Polytope of Extensive-Form Correlation Plans ($\Xi$)**

Given any probability distribution $\mu$ over $\times_{i=1}^n \Pi_i$ in an extensive-form game, the correlation plan $\xi$ induced by $\mu$ is defined as the real vector, indexed over tuples $(\sigma_1, \ldots, \sigma_n) \in \times_{i=1}^n \Sigma_i$ of pairwise-relevant sequences, where each entry is

$$\xi(\sigma_1, \ldots, \sigma_n) := \sum_{\pi_i \in \Pi_i(\sigma_i)} \mu(\sigma_1, \ldots, \sigma_n).$$

The set of correlation plans $\xi$ that can be induced as $\mu$ varies over the set of all possible probability distributions is denoted by $\Xi$ and called the polytope of extensive-form correlation plans. It is always a polytope in a space of dimension polynomial in the input game description. Furthermore, in two-player games without chance moves, $\Xi$ can be described as the intersection of a polynomial number (in the size of the game tree) linear constraints, as shown by von Stengel and Forges (2008). They also proved that this property does not always hold if the game has chance moves or more than two players. Finally, for any $i \in \{1, \ldots, n\}$, $\sigma \in \Sigma_i$, and $z \in Z$, we introduce the following notation that we will use frequently: $\xi_i(\sigma; z) := \xi(\sigma_1(z), \ldots, \sigma_{i-1}(z), \sigma, \sigma_{i+1}(z), \ldots, \sigma_n(z))$.

**Saddle-Point Formulation of NFCCE**

In this section, we show that the problem of finding an NFCCE in an $n$-player extensive-form game with perfect recall can be expressed as a bilinear saddle-point problem, that is, an optimization problem of the form

$$\arg\min_{x \in X} \max_{w \in W} x^\top A w,$$

where $X$ and $W$ are convex and compact sets. In our specific case, $X$ and $W$ will be convex polytopes in low-dimensional spaces (in particular, $X = \Xi$). As we will show later, this formulation immediately implies that in two-player games with no chance moves, a social-welfare-maximizing NFCCE can be computed in polynomial time as the solution of a linear program.

We now go through the steps that enable us to formulate the problem of finding an NFCCE as a bilinear saddle-point problem. The general structure of the argument is similar to that of Farina et al. (2019) in the context of EFCE, and we will use it again later when dealing with EFCE.

By definition, a correlated distribution $\mu$ over $\times_{i=1}^n \Pi_i$ is an NFCCE if no player has an incentive to unilaterally deviate from the recommended plan assuming that nobody else does. More formally, let $i$ be any player, and let $\hat{\mu}_i$, be any probability distribution over $\Pi_i$, independent of $\mu$. Playing according to $\hat{\mu}_i$ must give Player $i$ expected utility $u_i$ at most equal to the expected utility $u_i$ of committing to the mediator’s recommendation. In order to express $u_i$ and $u_j$ as a function of $\mu$ and $\hat{\mu}_i$, it is necessary to quantify the probability of the game ending in any leaf $z \in Z$. When Player $i$ deviates and plays according to $\hat{\mu}_i$, the probability that the game ends in $z$ is equal to the probability that the mediator samples from $\mu$ plans $\pi_j \in \Pi_j(z)$ for any Player $j$ other than $i$, and that Player $i$ samples from $\hat{\mu}_i$, a plan $\pi_i \in \Pi_i(z)$. Correspondingly, using the independence of $\mu$ and $\hat{\mu}_i$, we can write...
The optimization problem in (6) is a bilinear saddle-point problem. Given an NFCCE, the optimization problem is equivalent to the following bilinear program:

\[
\min_{\xi} \left\{ c^\top \xi : \Xi \ni \xi \mapsto c^\top \xi \right\}
\]

where \( c := \sum_{i=1}^n b_i \).

Consequently, an NFCCE that guarantees a given lower bound \( \tau \) on the social welfare can be expressed as in (6) where the domain of the minimization is changed from \( \xi \in \Xi \) to \( \xi \in \Xi \cap \{ \xi : c^\top \xi \geq \tau \} \). This preserves the polyhedral nature of the optimization domain. Finally, the same construction can be used verbatim if social welfare is replaced with any linear function of \( \xi \).

### Connection to Linear Programming

The saddle-point formulation in (6) can be mechanically translated into a linear program (LP) by taking the dual of the internal maximization problem, that is, of (5). Specifically, the dual problem is the linear program

\[
\begin{align*}
\max & \quad u - v_i^\top f_i + b_i^\top \xi \\
\text{s.t.} & \quad F_i^\top v_i - A_i^\top \xi \geq 0, \quad \forall i \in \{1, \ldots, n\} \\
& \quad u \in \mathbb{R}, \quad v_i \in \mathbb{R}^{\mathcal{I}_i}, \quad \forall i \in \{1, \ldots, n\}.
\end{align*}
\]

(See the Preliminaries section for the meaning of \( F_i \) and \( f_i \)). By strong duality, the value of (7) is the same as the value of the primal problem, that is, the maximum ‘deviation benefit’ \( \hat{u}_i - u_i \) across all players \( i \in \{1, \ldots, n\} \) and probability distributions \( \mu_i \) over \( \Pi_i \). Hence, we can find an NFCCE \( \xi \) that maximizes any given objective \( c^\top \xi \) by adding the constraint \( u \leq 0 \) and solving the modified LP

\[
\begin{align*}
\max & \quad c^\top \xi \\
\text{s.t.} & \quad u - v_i^\top f_i + b_i^\top \xi \geq 0, \quad \forall i \in \{1, \ldots, n\} \\
& \quad F_i^\top v_i - A_i^\top \xi \geq 0, \quad \forall i \in \{1, \ldots, n\} \\
& \quad \xi \in \Xi \\
& \quad u \leq 0, \quad v_i \in \mathbb{R}^{\mathcal{I}_i}, \quad \forall i \in \{1, \ldots, n\}.
\end{align*}
\]

The LP above always has a polynomial number of variables, but potentially an exponential number of constraints because of the condition \( \xi \in \Xi \). However, in two-player extensive-form games with no chance moves, (8) is guaranteed to have a polynomial number of constraints as \( \Xi \) can be described compactly (von Stengel and Forges 2008). Hence, in those games a social-welfare-maximizing NFCCE can be computed in polynomial time.

### EFCCE: An Intermediate Solution Concept

In this section, we introduce a new solution concept which we coin extensive-form coarse-correlated equilibrium (EFCCE). It combines the idea of coarse correlation—that is, players must decide whether they want to commit to following the recommendations issued by the correlation device before observing such recommendations—with the idea of extensive-form correlation—that is, recommendations are revealed incrementally as the players progress down the game tree. EFCCE is akin to EFCE in that each recommended move is only revealed when the players reach the decision point for which the recommendation is relevant. However, unlike EFCE, the acting player must choose whether or not to commit to the recommended move before such a move is revealed to them, instead of after. Each choice is binding only with respect to the decision point for which the choice is made, and players can make different choices at different decision points. Just like EFCE, defections (that

---

\[
\hat{u}_i = \sum_{z \in Z} u_i(z) \left( \sum_{\pi_i \in \Pi_i} \mu(\pi_1, \ldots, \pi_n) \left( \sum_{\theta_i \in \Pi_i(z)} \hat{\mu}_i(\theta_i) \right) \right).
\]

On the other hand, the probability that leaf \( z \) is reached when all players commit to the mediator’s recommendation is equal to the probability that the mediator samples from \( \mu \) plans \( \pi_j \in \Pi_j(z) \) for all players \( j \in \{1, \ldots, n\} \):

\[
u_i = \sum_{z \in Z} u_i(z) \left( \sum_{\pi_j \in \Pi_j(z) \forall j \neq i} \mu(\pi_1, \ldots, \pi_n) \left( \sum_{\theta_i \in \Pi_i(z)} \hat{\mu}_i(\theta_i) \right) \right).
\]

Using the definition of extensive-form correlation plan (2) and sequence-form strategy (1) we can convert the requirement that \( \hat{u}_i \leq u_i \) for all choices of \( i \) and \( \mu_i \) into the following equivalent condition:

**Proposition 1.** An extensive-form correlation plan \( \xi \in \Xi \) is an NFCCE if and only if, for any player \( i \in \{1, \ldots, n\} \) and sequence-form strategy \( u_i \in Q_i \),

\[
\sum_{z \in Z} u_i(z)\xi_i(\emptyset; z)\eta_j(\sigma_i(z); z) \leq \sum_{z \in Z} u_i(z)\xi_i(\sigma_i(z); z).
\]

Inequality (4) is of the form \( \xi_i A_i y_i - b_i \xi \leq 0 \), where \( A_i \) and \( b_i \) are suitable sparse matrices/vectors that only depend on \( i \). With this new notation, we can rewrite the condition in Proposition 1 as a single maximization problem by introducing an auxiliary variable vector \( \lambda = (\lambda_1, \ldots, \lambda_n) \in \Delta^n \), where \( \Delta^n \) denotes the \( n \)-dimensional simplex

\[
\Delta^n := \left\{ (\lambda_1, \ldots, \lambda_n) \in \mathbb{R}_+^n : \sum_{i=1}^n \lambda_i = 1 \right\}.
\]

With that, we can write that \( \xi \in \Xi \) is an NFCCE if and only if

\[
\begin{align*}
\max_{i \in \{1, \ldots, n\}} & \quad \max_{\mu_i \in Q_i} \left\{ \xi_i^\top A_i y_i - b_i \xi \right\} \\
\iff & \quad \max_{\lambda \in \Delta^n} \max_{\mu_i \in Q_i} \left\{ \sum_{i=1}^n \lambda_i \left( \xi_i^\top A_i y_i - b_i \xi \right) \right\} \leq 0 \\
\iff & \quad \max_{\lambda \in \Delta^n} \max_{\mu_i \in Q_i} \left\{ \sum_{i=1}^n \xi_i^\top A_i y_i - \lambda_i b_i \xi \right\} \leq 0,
\end{align*}
\]

where in the last transformation we operated a change of variable \( y_i := \lambda_i y_i \); it is a simple exercise to prove that this change of variable is legitimate and that the domain of the maximization is a convex polytope. An NFCCE always exists. In particular, any

\[
\xi \in \operatorname{argmin}_{\xi \in \Xi} \max_{\hat{\mu}_i \in \Lambda_i \Delta^n} \left\{ \sum_{i=1}^n \xi_i^\top A_i \hat{y}_i - \lambda_i b_i \xi \right\}
\]

is an NFCCE because it satisfies (5). Since the domains of the minimization and maximization problems are both convex polytopes, and the objective function is bilinear, the optimization problem in (6) is a bilinear saddle-point problem.

### Enforcing a Lower Bound on Social Welfare

Given an NFCCE \( \mu \), social welfare is defined as \( \text{SW} := \sum_{i=1}^n u_i \), where \( u_i \) is as in Equation (3). Hence, social welfare is a linear function of the correlation plan \( \xi \), which can be expressed as \( \text{SW} := \Xi \ni \xi \rightarrow c^\top \xi \) where \( c := \sum_{i=1}^n b_i \).

Consequently, an NFCCE that guarantees a given lower bound \( \tau \) on the social welfare can be expressed as in (6) where the domain of the minimization is changed from \( \xi \in \Xi \) to \( \xi \in \Xi \cap \{ \xi : c^\top \xi \geq \tau \} \). This preserves the polyhedral nature of the optimization domain. Finally, the same construction can be used verbatim if social welfare is replaced with any linear function of \( \xi \).
is, deciding to not commit to following the correlation device’s recommended move) come at the cost of future recommendations, as the correlation device will stop issuing recommendations to the defecting player. As with all correlated equilibria, the correlated distribution from which the recommendations are sampled must be such no player has incentives to unilaterally defect when no other player does.

**Saddle-Point Formulation**

In this section, we show that also an EFCCE can be expressed as the solution to a bilinear saddle-point problem. To do so, we use the idea of trigger agents (Gordon, Greenwald, and Marks 2008; Dudiš and Gordon 2009):

**Definition 1.** Let $i \in \{1, \ldots, n\}$ be a player, let $\hat{I} \subseteq \mathcal{I}_i$ be an information set for Player $i$, and let $\hat{\mu}_i$ be a probability distribution over $\Pi_i(\hat{I})$. An $(\hat{I}, \hat{\mu}_i)$-trigger agent for Player $i$ is a player that commits to and follows all recommendations issued by the mediator until they reach a node $v \in \hat{I}$ (if any). When any node $v \in \hat{I}$ is reached, the player ‘gets triggered’, stops committing to the recommendations and instead plays according to a reduced-normal-form plan sampled from $\hat{\mu}_i$ until the game ends.

By definition, a correlated distribution $\mu$ over $\times_{i=1}^n \Pi_i$ is an EFCCE when, for all $i \in \{1, \ldots, n\}$, the value $u_i$ that Player $i$ obtains by following the recommendations is at least as large as the expected utility $\hat{u}_i$ attained by any $(\hat{I}, \hat{\mu}_i)$-trigger agent for that player (assuming nobody else deviates). The expected utility for Player $i$ when everybody commits to following the mediator’s recommendations is as in Equation (3). In order to express the expected utility of the $(\hat{I}, \hat{\mu}_i)$-trigger agent, we start by computing the probability of the game ending in each possible leaf $z \in Z$. Let $z = (\pi_1, \ldots, \pi_n)$ be the tuple of reduced-normal-form plans that was sampled by the mediator. Two cases must be distinguished:

- The path from the root of the game tree to $z$ passes through a node $v \in \hat{I}$. We denote the set of such leaves by $Z_{\hat{I}}$. In this case, the trigger agent commits to following all recommendations until just before $\hat{I}$, and then plays according to a plan $\hat{\pi}_i \in \Pi_i(\hat{I})$ sampled from the distribution $\hat{\mu}_i$ from $\hat{I}$ onwards. The following conditions are necessary and sufficient for the game to terminate at $z$:

$$z \in \Pi_j(z) \text{ for all } j \in \{1, \ldots, n\} \setminus \{i\}, \pi_j \in \Pi_j(\hat{I}), \text{ and } \hat{\pi}_i \in \Pi_i(\hat{I}).$$

Hence, the probability that the game ends at $z \in Z_{\hat{I}}$ is

$$p_z := \left( \sum_{\pi_j \in \Pi_j(\hat{I})} \mu(\pi_1, \ldots, \pi_n) \right) \left( \sum_{\hat{\pi}_i \in \Pi_i(z)} \hat{\mu}_i(\hat{\pi}_i) \right).$$

(9)

- Otherwise, the trigger agent never gets triggered, and instead commits to following all recommended moves until the end of the game. The probability that the game ends at $z \in Z \setminus Z_{\hat{I}}$ is therefore

$$q_z := \sum_{\pi_j \in \Pi_j(z) \forall j} \mu(\pi_1, \ldots, \pi_n).$$

(10)

With this information, the expected utility of the $(\hat{I}, \hat{\mu}_i)$-trigger agent is $\hat{u}_i = \sum_{z \in Z_{\hat{I}}} u_i(z) p_z + \sum_{z \in Z \setminus Z_{\hat{I}}} u_i(z) q_z$.

Using the definition of extensive-form correlated recommendation plan $\hat{\Pi}_i(\hat{I})$ and sequence-form strategy $\hat{\Pi}_i(\hat{I})$, we can rewrite the condition $u_i \geq \hat{u}_i$ (which must hold for all choices of $\hat{I} \subseteq \mathcal{I}_i$, and probability distribution $\hat{\mu}_i$ over $\Pi_i(\hat{I})$) compactly. In particular, denoting by $\hat{y}_{i,j}$ the sequence-form strategy for the $(\hat{I}, \hat{\mu}_i)$-trigger agent, we can rewrite (9) as $p_z = \xi_i(\sigma(\hat{I}); z) u_{i,j}(\sigma(z))$ and (10) as $q_z = \xi_i(\sigma(z)); z).

Furthermore, the fact that $\hat{\mu}_i$ has support $\Pi_i(\hat{I})$ translates into the constraints $y_{i,j}(\sigma(\hat{I})) = 1$. For this reason, it makes sense to introduce the symbol

$$Q_{i,j} := \{y_{i,j}(\sigma(\hat{I})) = 1\}.$$

Correspondingly, we let $F_{i,j}$ be the constraint matrix and vector such that $Q_{i,j} = \{y_{i,j}(\sigma(\hat{I})) = 1\}$. Putting everything together, we have the following:

**Proposition 2.** An extensive-form correlation plan $\xi \in \Xi$ is an EFCCE iff, for any player $i \in \{1, \ldots, n\}$, information set $\hat{I}_i \subseteq \mathcal{I}_i$, and sequence-form strategy $y_{i,j} \in Q_{i,j}$,

$$\sum_{z \in Z_{\hat{I}}} u_i(z) \xi_i(\sigma(\hat{I}); z) y_{i,j}(\sigma(z)) \leq \sum_{z \in Z_{\hat{I}}} u_i(z) \xi_i(\sigma(z); z).$$

(11)

Inequality (11) is in the form $\mathbf{A}_{i,j} y_{i,j} - \mathbf{b}_{i,j} \xi \leq 0$ where $\mathbf{A}_{i,j}$ and $\mathbf{b}_{i,j}$ are suitable matrices/vectors that only depend on the trigger information set $\hat{I}$ of Player $i$. From here, one can follow the same steps that we already took in the case of NFCCE and obtain a bilinear saddle-point formulation and an LP for EFCCE. For space reasons, we only state the LP, which we also implemented (see Experiments section):

$$\max \mathbf{c}^\top \xi \quad \text{s.t.} \quad \mathbf{u} - \mathbf{v}^\top \mathbf{f}_{i,j} + \mathbf{b}_{i,j}^\top \xi \geq 0 \quad \forall i, \hat{I} \subseteq \mathcal{I}_i$$

$$\mathbf{F}_{i,j}^\top y_{i,j} - \mathbf{A}_{i,j}^\top \xi \geq 0 \quad \forall i, \hat{I} \subseteq \mathcal{I}_i$$

$$\xi \in \Xi$$

$$\mathbf{u} \leq 0, \mathbf{v}_{i,j} \in \mathbb{R}^{\mathcal{I}_i} \quad \forall i, \hat{I} \subseteq \mathcal{I}_i.$$

The LP (12) has a polynomial number of variables, and in two-player games with no chance moves it also has a polynomial number of constraints due to the polynomial description of $\Xi$ (von Stengel and Forges 2008). In particular, in two-player games with no chance moves, a social-welfare-maximizing EFCCE can be computed in polynomial time by setting the objective function $\mathbf{c}^\top \xi$ to be the social welfare

$$\mathbf{c}^\top \xi := \sum_{z \in Z} \left( \sum_{i=1}^n u_i(z) \right) \xi(\sigma_1(z), \ldots, \sigma_n(z)).$$

Finally, the EFCCE linear program (12) has more constraints and variables than that for NFCCE (see (8)), but fewer than that for EFCPE (see Supplemental Material). Empirically, this results in intermediate run times compared to NFCCE and EFCPE, as confirmed by our experiments presented later.

**Complexity Results**

As we have already pointed out, in the case of two-player games without chance moves, the LP (12) has a polynomial number of constraints and variables, and can therefore
Figure 3: Space of payoff vectors that can be induced by EFCE, EFCCE, and NFCCE in an instance of the Sheriff game (left) and of 3-card Goofspiel (right). The ‘SW-optimal’ symbols indicate payoffs corresponding to social-welfare-maximizing equilibria.

be solved in polynomial time using standard LP technology. As in NFCCE and EFCE, the same does not hold for two-players games with chance moves nor for games with three players or more players, with or without chance moves. In particular, the following results can be easily obtained by using the same reduction employed by von Stengel and Forges (2008) (all proofs are in the Supplemental Material):

**Definition 2 (SW_{EFCCE}(κ)).** Given an extensive-form game Γ and a real number κ, SW_{EFCCE}(κ) denotes the problem of deciding whether or not Γ admits an EFCCE with social welfare at least κ.

**Proposition 3.** SW_{EFCCE}(κ) is NP-Hard in two-player games with chance moves, as well as in three-player games, with or without chance moves.

**Relationships among Solution Concepts**

In this section, we analyze the relationship between EFCE, EFCCE, and NFCCE. We start with an inclusion lemma, which shows that the solution concept that we just introduced, EFCCE, is a superset of EFCE and a subset of NFCCE (all proofs are available in the Supplemental Material):

**Proposition 4.** Let Γ be a perfect-recall extensive-form game. Then we have the following inclusion of equilibria

EFCE ⊆ EFCCE ⊆ NFCCE.

Proposition 4 also implies the following relationship between the maximum social welfare that can be obtained by EFCE, EFCCE, and NFCCE:

**Corollary 1.** Let SW_{EFCE}^∗, SW_{EFCCE}^∗, SW_{NFCCE}^∗ denote the maximum social welfare that can be reached by EFCE, EFCCE, and NFCCE. Then, SW_{EFCE}^∗ ≤ SW_{EFCCE}^∗ ≤ SW_{NFCCE}^∗.

Figure 3 shows the set of payoff vectors that can be induced by EFCE, EFCCE, and NFCCE in an instance of the Sheriff game (Farina et al. 2019) (left) and an instance of a 3-card Goofspiel game (Ross 1971) (right).1 In the Sheriff game instance, we have that both inclusions in Proposition 5 are strict, while in the Goofspiel game the inclusion U_{EFCCE} ⊊ U_{NFCCE} is strict and U_{EFCCE} = U_{NFCCE}. The appendix contains an instance of a Battleship game (Farina et al. 2019) in which the inclusion U_{EFCCE} ⊊ U_{NFCCE} is strict while U_{EFCE} = U_{EFCCE}.

**Experiments**

We experimentally compared NFCCE, EFCCE, and EFCE in terms of maximum social welfare and run time. In our experiments, we used instances from three different two-player games with no chance moves: Sheriff (Farina et al. 2019), Battleship (Farina et al. 2019), and Goofspiel (Ross 1971). Sheriff is a bargaining game, in which two players—the Smuggler and the Sheriff—must settle on an appropriate bribe so as to avoid the Sheriff inspecting the Smuggler’s cargo, which might or might not contain illegal items. The correlation device recommends to the Smuggler how many illegal items to include in the cargo and what size bribes to offer in the bargaining rounds, and to the Sheriff what feedback to give in the bargaining rounds and whether to inspect the cargo. Battleship is a parametric version of the

---

1The polytopes of reachable payoff vectors were computed using Polymake, a tool for computational polyhedral geometry (Gawrilow and Joswig 2000; Assarf et al. 2017).
classic board game, where two competing fleets take turns at shooting at each other. The correlation device recommends to each player where to place the ship and where to shoot in every round. Finally, Goofspiel is a card game in which two players repeatedly bid to win a common public card, which will be discarded in case of bidding ties. The correlation device recommends the bids. The three games were chosen so as to illustrate three different applications in which an intermediate form of centralized control (the correlation device) is beneficial: bargaining in Sheriff, conflict resolution in Battleship, and bidding in Goofspiel. See the Supplemental Material for a detailed description of the games.

We used Gurobi 8.1.1 (Gurobi Optimization 2019) to solve the linear programs for NFCCE (8), EFCE (12), and EFCE (Equation 16 in the Supplemental Material). We used the barrier algorithm without crossover, and we let Gurobi automatically determine the recommended number of threads for execution. All experiments were run on a 64-core machine with 512 GB of RAM.

Our experimental results are in Table 1 (top) for Battleship, Table 1 (bottom) for Sheriff, and Table 2 in the Supplemental Material for Goofspiel. Each table is split into three parts. Part (a) contains information about the parameters that were used to generate the game instances (see the Supplemental Material for a description of their effects). It also shows the size of the instances in terms of number of sequences pairs, as defined by the product $|\Sigma_1| \times |\Sigma_2|$ of the number of sequences of the players, and number of relevant pairs of sequences (see Preliminaries section). Part (b) compares the run times of our algorithm (column 'LP'). In the case of NFCCE, we also compare against the only known prior polynomial-time algorithms to compute social-welfare-maximizing NFCCE in extensive-form games, which are both based on the column generation technique, and were introduced by Celli, Coniglio, and Gatti (2019). We implemented both algorithms proposed by Celli, Coniglio, and Gatti (2019): 'CG-LP', based on a linear programming oracle, and ‘CG-MILP’, based on a mixed integer linear programming oracle. CG-LP is guaranteed to compute a social-welfare-maximizing NFCCE in polynomial time, whereas CG-MILP requires exponential time in the worst case but was faster in practice in that prior paper. These algorithms were implemented in AMPL and rely on the Gurobi backend. Finally, Part (c) reports the value of the maximum social welfare that can be attained by NFCCE, EFCE, and EFCE.

### Comparison of Run Time

As expected, increasing the coarseness of the equilibrium from EFCE to EFCE reduces the linear program size and results in a shorter run time. Empirically, the NFCCE LP is up to four times faster than the EFCE LP, and the NFCCE LP is in turn between two to four times faster than the EFCE LP. Furthermore, our results indicate that the NFCCE LP that we developed (8) is two to four times of magnitude faster than CG-LP and CG-MILP, and that it is able to scale to game instances up to five orders of magnitude larger than CG-LP and CG-MILP can in 24 hours. This difference in performance is likely due, at least in part, to the fact that the algorithms by Celli, Coniglio, and Gatti (2019) have a number of constraints that scales with the total number $|\Sigma_1| \times |\Sigma_2|$ of sequence pairs in the game, whereas our LP formulation has a number of constraints and variables that grows with the number of relevant sequence pairs, which is a tiny fraction of the total number of sequence pairs in practice.

### Comparison of Maximum Social Welfare

Our results experimentally confirm Corollary 1: as the coarseness of the equilibrium increases from EFCE to EFCE, so does the value of the maximum social welfare that the mediator can induce. The maximum social welfare attained by NFCCE is strictly larger than EFCE and EFCE in Battleship and Sheriff (Table 1), while it is the same in Goofspiel (Table 2 in the Supplemental Material).
Experimentally, the maximum social welfare that can be obtained through EFCCE is often equal to the maximum social welfare that can be obtained through EFCE. While this does not imply that the set of reachable payoffs is the same (see Figure 3), it is an indication that EFCCE is a fairly tight relaxation of EFCE. That, combined with the fact that it can be solved up to four times faster than EFCE in practice, suggest that this new solution concept is worthwhile.

Conclusions

In this paper we studied two instantiations of the idea of coarse correlation in extensive-form games: normal-form coarse-correlated equilibrium and extensive-form coarse-correlated equilibrium. For both solution concepts, we gave saddle-point problem formulations and linear programs.

We proved that EFCCE, which we introduced for the first time, is an intermediate solution concept between NFCCE and the extensive-form correlated equilibrium introduced by von Stengel and Forges (2008). In particular, the set of payoffs that can be reached by EFCE is always a super-set of those that can be reached by EFCCE, and a subset of those that can be reached by NFCCE. Empirically, EFCCE is a fairly tight relaxation of EFCE, and a social-welfare-maximizing EFCCE can be computed up to four times faster. This suggests that EFCCE is a worthy solution concept. Also, it can be a suitable and faster alternative in algorithms that rely on EFCE as a subroutine, such as the algorithm by Čermák, Bořanský, and Kiekintveld (2018) for computing a strong Stackelberg equilibrium.

Finally, we compared the run time of our algorithm for computing a social-welfare-maximizing NFCCE, and showed that it is two to four orders of magnitude faster than the only previously known algorithms for that problem. Our algorithm can also scale to game instances up to five orders of magnitude larger than the prior state of the art, thus enabling the computation of coarse-correlated solution concepts in reasonably-sized extensive-form games for the first time.
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