


a) Baseline model on I3D. b) Baseline model on I3D with
GWS+DR.

c) Baseline model on TSN. d) Baseline model on TSN with
GWS+DR.

Figure 5: t-SNE plots of embeddings of penultimate layers of baseline I3D and TSN Autism models with and without GWS
and DR. It is clearly seen that the inter-class separability has increased and clusters are more dense after GWS and DR.

on it. However, with GWS along with DR, not only the rise
in test accuracy is more, the drop in accuracy after peak-
ing is smoother as compared to GWS without DR. This im-
plies that DR offers more tolerance towards the augmented
source data which allows the performance to increase fur-
ther. Our approach outperforms all baseline Autism models
of I3D and TSN with comparable source samples. When we
re-train the baseline Autism I3D classi“er by augmenting
random samples from the source (without mode matching),
the test accuracy drops to 32% thereby showing importance
of GWS. t-SNE (Maaten and Hinton 2008) plots for the 8-
dimensional embeddings from penultimate layer of I3D and
TSN are obtained for the baseline models with and without
GWS and DR as shown in Figure 5. With our approach, the
inter-class separability of samples has increased while the
intra-class separability has decreased so the model tends to
be more con“dent in its predictability of Autism classes.

a) Baseline I3D with Kinetics
samples.

b) Baseline TSN with HMDB51
samples.

Figure 6: Performance on I3D and TSN with iteration over
the source samples with GWS and DR. The accuracy
increases through iteration by augmenting with newer mode
matches samples in every iteration although over“tting on
source data occurs from 3rd iteration.

In the next set of experiments, we iteratively re-train the
target model with GWS and DR. That is, in every new it-
eration we discard the mode matched source samples from
the previous iteration keeping the number of samples sim-
ilar in every iteration (equivalent to the number of Autism
training samples) and re-train the target model with new set
of samples from the matched modes classes. Figure 6 shows
the variation in accuracy when the new source samples are

Model Asian Caucasian � 5 yrs. > 5 yrs.

I3D 58.2% 34.6% 55.1% 41.2%
TSN 53.7% 30.2% 51.7% 38.1%
I3D+GWS+DR 63.7% 40.2% 59.8% 46.5%
TSN+GWS+DR 57.0% 33.8% 55.4% 40.9%

Table 2: Performance of GWS and DR with a speci“c bias
in the Autism training dataset. It is seen that in all the cases,
the proposed approach offers better performance over the
baselines.

augmented with Autism data in every iteration. In Figure 6a,
the test accuracy increases from the baseline for initial it-
erations with GWS and DR. With GWS only (I3D+GWS),
the accuracy drops after the 2nd iteration. If GWS is applied
with DR on the baseline (I3D+GWS+DR), it continues to
increase even after the 2nd iteration but starts to dip from
3rd iteration on-wards which can be ascribed to over“tting
on the source data. As with the previous cases, we observe
more tolerance of DR with newer samples as compared to
GWS. Newer samples are accepted with lesser surprise in
DR which enhances the generalizability and performance.
Similar behavior is observed with TSN as shown in Figure
6b.

Bias in the Training Data
Table 2 shows the results for the proposed method under
different kinds of dataset biases. The results in the second
column in this table are accuracies when the training data
has only Asian subjects. Third column are test accuracies
when the training data has Caucasian subjects. In the fourth
column, the training data has subjects that are 5 years or
below. The last column are test accuracies when the training
data has subjects above 5 years in age. It is observed that
even if the dataset has a bias, our approach performs better
than the baselines.

GWS and DR under Different Settings
Table 3 shows test accuracy scores on baseline Autism
model under six different settings. We sampled examples
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