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Abstract
Machine learning on (homomorphic) encrypted data is a cryptographic method for analyzing private and/or sensitive data while keeping privacy. In the training phase, it takes as input an encrypted training data and outputs an encrypted model without ever decrypting. In the prediction phase, it uses the encrypted model to predict results on new encrypted data. In each phase, no decryption key is needed, and thus the data privacy is ultimately guaranteed. It has many applications in various areas such as finance, education, genomics, and medical field that have sensitive private data. While several studies have been reported on the prediction phase, few studies have been conducted on the training phase.

In this paper, we present an efficient algorithm for logistic regression on homomorphic encrypted data, and evaluate our algorithm on real financial data consisting of 422,108 samples over 200 features. Our experiment shows that an encrypted model with a sufficient Kolmogorov Smirnov statistic value can be obtained in $\sim$17 hours in a single machine. We also evaluate our algorithm on the public MNIST dataset, and it takes $\sim$2 hours to learn an encrypted model with 96.4% accuracy. Considering the inefficiency of homomorphic encryption, our result is encouraging and demonstrates the practical feasibility of the logistic regression training on large encrypted data, for the first time to the best of our knowledge.

1 Introduction
Suppose multiple financial institutions want to predict the credit scores of their customers. Although each institution could independently learn a prediction model using various machine learning techniques, they may be able to collectively learn a better model by considering all of their data together for training. However, it is risky in terms of data security to share financial data between institutions, being even illegal in many countries.

Homomorphic encryption (HE), an encryption scheme that allows arbitrary computations on encrypted data, can be used to solve this dilemma. (Precisely, it is a fully homomorphic encryption (FHE) that supports the unlimited number of operations on ciphertexts. However, throughout the paper, we will refer to it as simply HE as long as the precise meaning is clear in the context.) Using HE, multiple institutions can share their data in an encrypted form and run machine learning algorithms on the encrypted data without decryption.

Figure 1 illustrates this idea. First, each data owner shares the public key of the HE scheme and uploads his data to the cloud after encrypting with HE. Then the cloud performs the machine learning training on the encrypted data and outputs an encrypted model. This model can be decrypted by a decryptor who owns the private key. Here the decryptor can be either a single entity or a group of entities that have their own share of the private key. Note that, in this HE-based approach, no information is revealed to each other except the learned model unless the underlying HE scheme is broken or its secret key is disclosed. This is the case even if the cloud is compromised. Thus it could be an ultimate solution for analyzing private or sensitive data while keeping privacy.

This HE-based approach is also flexible in that the training computation can be delegated to any party (or even an untrusted third party) without revealing the training data (other than their own). This flexibility is desirable, as other approaches require additional assumptions and conditions that may not be realizable in practice. For example, in the multi-party computation (MPC)-based approaches (see Section 5), it is not straightforward to delegate the machine learning training to untrusted (or colluding) third parties. Also, they incur large communication overhead, where the communication overhead increases drastically as the num-

1In the latter case, an additional key sharing protocol is required for the public key to be jointly generated from the entities that have a random share of the private key, by using, e.g., the threshold HE schemes (Jain, Rasmussen, and Sahai 2017).
ber of participants increases. Moreover, they require all of the participants to be online during the entire training process, which adds another limitation in practice.

Despite many advantages, however, HE has not been used for computation-intensive tasks such as machine learning (especially on the training phase), having been thought to be impractical due to its large computation overhead. Indeed, basic operations (e.g., addition or multiplication) on ciphertexts are several (i.e., three to seven) orders of magnitude slower than the corresponding operations on plaintexts even in the state-of-the-art (Brakerski 2012; Brakerski, Gentry, and Vaikuntanathan 2012; Cheon et al. 2017).

In addition to the sheer amount of computation, the use of various complex operations, such as floating-point arithmetic and non-polynomial functions (e.g., sigmoid), makes it challenging to apply HE to machine learning algorithms. Indeed, HEs have been applied to machine learning algorithms only in non-realistic settings (Graepel, Lauter, and Naehrig 2012; Kim et al. 2018a) where only small-size training data over a small number of features are considered; or, they have been applied only on the prediction phase (Gilad-Bachrach et al. 2016; Li et al. 2017; Juvekar, Vaikuntanathan, and Chandrakasan 2018; Bourse et al. 2017) where the amount of computation is much smaller than that of the training phase.

Contributions. In this paper, we present an efficient algorithm for logistic regression on homomorphic encrypted data, and demonstrate its practical feasibility against realistic size data, for the first time to the best of our knowledge. We evaluate our algorithm against a real, private financial dataset consisting of 422,108 samples over 200 features. Our implementation successfully learned a quality model in ~17 hours on a single machine, where we tested it against a validation set of 844,217 samples and obtained a sufficient Kolmogorov Smirnow statistic value of 50.84. The performance is “only” two to three orders of magnitude slower than that of plaintext learning, which is encouraging, considering the inherent computational overhead of HEs. We also executed our algorithm on the public MNIST dataset for more detailed evaluation, and it took ~2 hours to learn an encrypted model with 96.4% accuracy.

The principal techniques used to achieve this result are two-fold. First, we adopt the approximate HE scheme and the approximate bootstrapping method to reduce the computational overhead. The approximate HE can quickly compute approximated results of complex operations, avoiding the bit-manipulation overhead (refer to Section 5 for comparison with other HE schemes). Similarly, the approximate bootstrapping can efficiently bootstrap a ciphertext at the cost of additional approximation noise.\(^2\)

Also, we carefully design the logistic regression algorithm to be suitable for the HE scheme, and further optimize it to improve performance and reduce the approximation noise. Specifically, we vectorize our logistic regression algo-

\(^2\)We empirically show that the approximation noise is not significant to deteriorate the overall learning performance. Refer to Section 4 for more details.

\(^3\)Note that an arbitrary computation can be composed of addition and multiplication on \(\mathbb{Z}_q\).

\[^{2}\text{We empirically show that the approximation noise is not significant to deteriorate the overall learning performance. Refer to Section 4 for more details.}\]

\[^{3}\text{Note that an arbitrary computation can be composed of addition and multiplication on } \mathbb{Z}_q.\]

2 Preliminaries

Here we provide background on homomorphic encryption.

Fully Homomorphic Encryption. Fully homomorphic encryption (FHE) is an encryption scheme that allows arbitrary computation on ciphertexts without decryption. The first secure FHE (based on the hardness assumption of a plausible number-theoretic problem) was proposed by Gentry (Gentry 2009). He first constructed a scheme, so-called somewhat homomorphic encryption (SHE), that allows a limited number of addition and multiplication operations.\(^3\) A notable aspect of the scheme is the addition of a random noise for each encryption. To address the limitation of computation, he proposed the so-called bootstrapping procedure that converts a ciphertext with large noise into another ciphertext with the same plaintext but small noise. Using the bootstrapping, he constructed an FHE scheme on top of the SHE scheme.

Various FHE schemes have been proposed since Gentry’s construction. Their message spaces are either \(\mathbb{Z}_p\) or a vector space over \(\mathbb{Z}_p\). In a bit-wise FHE (\(p=2\)), bit-manipulation and bootstrapping are efficient, but integer arithmetic is not. In a word-wise FHE (\(p \gg 2\)), however, the integer arithmetic is efficient as long as the result is smaller than \(p\).

Recently, an approximate FHE scheme has been proposed by (Cheon et al. 2017). The scheme, called HEAAN, supports efficient approximate computation. In addition to addition and multiplication, it supports a rounding operation, called rescaling, that is essential for approximate real arithmetic (e.g., floating-point arithmetic).

HEAAN Scheme In HEAAN, a vector of real numbers is encrypted in a single ciphertext. Below are the operations (over ciphertext) provided by HEAAN.

- **Addition/Multiplication**: Point-wise addition and multiplication over (encrypted) vectors.
- **Rotation**: Given a ciphertext \(c\) of a plaintext vector \((m_1, \ldots, m_n)\), the rotation of \(c\) with \(k\) returns a new ciphertext \(c'\) that encrypts the rotated vector \((m_{k+1}, \ldots, m_n, m_1, \ldots, m_{k-1})\).
- **Rescaling**: Given a ciphertext \(c\) of a plaintext vector \((m_1, \ldots, m_n)\), the rescaling of \(c\) with \(k\) returns a new ciphertext \(c'\) that encrypts the rescaled (i.e., rounded) vector \((m'_1, \ldots, m'_n)\) where \(m'_i = \lfloor m_i \cdot 2^{-k} \rfloor\) for \(1 \leq i \leq n\).
• Bootstrapping: Converting a ciphertext with large noise to another ciphertext of the same plaintext with small noise.

The computation cost of each operation is different. The cost comparison is roughly as follows: rescaling (10ms) < addition (50ms) < rotation (1s) < multiplication (2s) < bootstrapping (~10 mins).4

3 Logistic Regression on Encrypted Data

We present our algorithm for efficient logistic regression on homomorphic encrypted data. We first explain a baseline (plaintext) logistic regression algorithm, designed to be friendly to homomorphic evaluation (Section 3.1). Then we explain our optimization of the baseline algorithm for efficient homomorphic evaluation (Sections 3.2). Here, due to the space limit, we omit the detailed algorithm, referring the readers to the companion technical report (Han et al. 2018).

3.1 HE-Friendly Logistic Regression Algorithm

We design the baseline algorithm to be friendly to homomorphic evaluation by avoiding the use of certain types of computations that are expensive in HEs.

Mini-Batch Gradient Descent. We use the mini-batch gradient descent method, where we set the mini-batch size based on the number of slots in a packed ciphertext, so as to maximize the utilization of the packed ciphertext capacity.

Nesterov Accelerated Gradient Optimizer. We adopt Nesterov accelerated gradient (NAG) as the gradient descent optimization method. We choose NAG among the various optimization methods, since it provides decent optimization performance without using the division operation that is expensive in HEs.

Polynomial Approximation of Activation Function. An essential step of the logistic regression training is to apply an activation function, e.g., the sigmoid function. Since non-polynomials are expensive to use in HEs, we consider its (low-degree) polynomial approximation $\sigma'$ as an alternative in our algorithm. We use the least squares fitting method to approximate the sigmoid function. The least squares fitting polynomial provides a sufficient approximation within the given interval. Figure 2, for example, plots the original sigmoid function, its least squares fitting polynomial (of degree 3) within the interval $[-8, 8]$, and its Taylor expansion (of degree 3) at the point $x = 0$. Note that the Taylor polynomial provides an accurate approximation only around the given point, while the least squares fitting polynomial provides a good approximation in a wider range.

3.2 HE-Optimized Logistic Regression Algorithm

Now we optimize the baseline algorithm to be efficiently evaluated in HEs against large encrypted data. Conceptually, the optimization is two-fold: vectorization using homomorphic SIMD operations, and fine-tuning the evaluation order.

HE-Specific Vectorization of Logistic Regression. The approximate HE scheme we use supports the packing method (Cheon et al. 2017) which can further reduce the computation overhead. In the packed HEs, a single ciphertext represents an encryption of a vector of plaintexts, and ciphertext operations correspond to point-wise operations on plaintext vectors, i.e., single-instruction-multiple-data (SIMD) operations.

To maximize the benefits of the packed scheme, we vectorize our logistic regression algorithm to utilize the SIMD operations as much as possible. For example, multiple inner products can be performed by a SIMD-multiplication followed by several rotations and SIMD-additions (Han et al. 2018). Moreover, we carefully design the vectorization to minimize redundant computations caused by the use of the SIMD operations, reduce the depth of nested multiplications, and minimize the approximation noises by reordering operations. Refer to (Han et al. 2018) for more details.

Parallelized Bootstrapping. One of the most expensive operations of HEs is the bootstrapping operation (even with the approximate bootstrapping method). This operation needs to be periodically executed during the entire computation. In logistic regression, for example, it should be executed every few iterations, and dominates the overall training time. It is critical for performance to optimize the bootstrapping operation.

We design our algorithm to parallelize the bootstrapping operation. It splits a ciphertext into multiple smaller chunks and executes bootstrapping on each chunk in parallel, achieving a significant speedup of the overall performance. Moreover, we carefully design the packing of training data (see below) so that our algorithm continues to use the chunks without merging them in the next training iterations, which additionally saves time it takes to reconstruct a ciphertext from the chunks.

HE-Optimized, Efficient Partition of Training Data. As mentioned above, we pack multiple plaintexts in a single ci-
phertext, and it is critical for performance how to pack (i.e., partition) the training dataset. The training data can be seen as an $n \times m$ matrix with $n$ samples and $m$ features. A naive encoding would pack each row (or column) into a ciphertext, resulting in a total of $n$ (or $m$) ciphertexts. This encoding, however, is not efficient, since it either does not utilize the maximum capacity of the ciphertexts, or requires too much capacity, increasing the computation overhead drastically.

We design an efficient partition of training data in which a sub $n' \times m'$ matrix is packed into a single ciphertext, where the size of the matrix is set to the maximum capacity of each ciphertext, and $m'$ is set to align with the aforementioned parallelization technique, avoiding an extra overhead of the ciphertext reconstruction.

4 Evaluation

We evaluate our algorithm of logistic regression on homomorphic encrypted data using both a real financial training dataset and the MNIST dataset. Our artifact is publicly available at (Han 2018).

Real Financial Data. We executed our algorithm on a private, real financial dataset to evaluate the efficiency and the scalability of our algorithm on a large dataset. The dataset is given by a credit reporting agency, Korea Credit Bureau (KCB), which provides and analyzes the credit information on individuals. This dataset (for both training and validation) consists of 1,266,325 individuals’ credit information over 200 features that are used for credit rating. The samples are labeled with a binary classification that refers to whether each individual’s credit rating is below the threshold.

We executed our logistic regression algorithm on the encrypted training set of 422,108 samples over 200 features. Having 200 iterations, it took 1,060 minutes to learn an encrypted model, i.e., ~5 minutes per iteration on average, in a machine with IBM POWER8 (8 cores, 4.0GHz) and 256GB RAM. We sent the learned model to the data owner, KCB, and they decrypted and evaluated it on the validation set of 844,217 samples, having 80% accuracy and the KS value of 50.84. KCB confirmed that it provides a sufficient accuracy compared to their internal model learned using the plaintext.

Table 1 shows the detailed result of our experiment. We set the learning rate to 0.01, and the mini-batch size to 512. The ciphertext size of each mini-batch block is 4.87 MB, and thus the total size of the encrypted dataset is ~4 GB = 4.87 MB × (422,108 / 512). The public key size is ~2 GB.

MNIST Data. We executed our logistic regression algorithm on the public MNIST dataset (LeCun, Cortes, and Burges 1999) for more detailed evaluation. For binary classification problem between 3 and 8, we restructured it and compressed the original images of $28 \times 28$ pixels into $14 \times 14$ pixels, by compressing $2 \times 2$ pixels to their arithmetic mean. The restructured dataset consists of 11,982 samples of the training dataset and 1,984 samples of the validation dataset.

We encrypted the MNIST dataset and executed our logistic regression algorithm. Table 1 shows the result. With 32 iterations, our logistic algorithm took 132 minutes to learn an encrypted model. The average time for each iteration is ~4 minutes, which is similar to that of the financial dataset, as expected. We decrypted the learned model and evaluated it on the validation dataset, obtaining 96.4% accuracy.5

Microbenchmarks. We also executed our logistic regression algorithm on the plaintext dataset, and compared the result to that of the ciphertext learning. Recall that the approximate HE used in our algorithm introduces the approximation noise for each computation step, but it had not been clear how much the noise affects the overall training process. To evaluate the impact of the approximation noise on the overall learning performance (e.g., the convergence rate and accuracy), we measured the accuracy for each iteration for both plaintext and ciphertext training, and compared those results. Figure 3 shows the comparison result. It shows that the accuracy for each iteration in the ciphertext training is marginally different from that of the plaintext, especially in the early stage of the training process, but they eventually converged at the final step. This result implies that the additional noise introduced by the approximate HE evaluation is not significant to deteriorate the accuracy of a learned model and the training performance. For more detailed evaluation and discussion, we refer the readers to the companion technical report (Han et al. 2018).

Discussion. It is not straightforward to provide the fair comparison of our performance with those of the related works, since the previous HE-based approaches are not capable of admitting such realistic size training data consid-

Figure 3: Comparison between encrypted and plaintext training

According to their report, it took several minutes to learn a model on the plaintext using the same algorithm, and the model provides the KS value of 51.99.

The accuracy seems to be lower than the usual, but the difference is mainly due to the image compression. See the microbenchmark result.
Table 1: Result of machine learning on encrypted data

<table>
<thead>
<tr>
<th>Data</th>
<th># Samples (training)</th>
<th># Iterations</th>
<th>Accuracy</th>
<th>Memory</th>
<th>Running Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td># Samples (validation)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td>422,108</td>
<td>200</td>
<td>80%</td>
<td>Public Key</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≈ 2 GB</td>
<td>1060 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Encrypted Block</td>
<td>4.87 MB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td></td>
<td>844,217</td>
<td>0.01</td>
<td>AUROC 0.8</td>
<td>≈ 2 GB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>512</td>
<td>K-S value</td>
<td>≈ 2 GB</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50.84</td>
<td></td>
</tr>
<tr>
<td>MNIST</td>
<td>11,982</td>
<td>32</td>
<td>96.4%</td>
<td>Public Key</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≈ 1.5 GB</td>
<td>132 min</td>
</tr>
<tr>
<td></td>
<td>1,984</td>
<td>1.0</td>
<td>AUROC 0.99</td>
<td></td>
<td>4.1 min</td>
</tr>
<tr>
<td></td>
<td>196</td>
<td>1024</td>
<td>K-S value</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: Comparison between sigmoid and least squares fitting (of degree 3)

There also have been reported studies on homomorphic evaluation of the prediction phase of machine learning algorithms including neural networks (Gilad-Bachrach et al. 2016; Li et al. 2017; Juvekar, Vaikuntanathan, and Chandrasan 2018; Bourse et al. 2017). However, the prediction phase is much simpler than the training phase in terms of the amount of computation (especially in terms of the multiplication depth), and thus their techniques are hard to be applied to the training phase directly.

On the other hand, Aono et al. (Aono et al. 2016) presented a protocol for secure logistic regression using the additively homomorphic encryption. It approximates the cost function by a low-degree polynomial, and encrypts the training data in the form of the monomials of the polynomial. Then, the approximated cost function can be homomorphically evaluated by simply adding the encrypted monomials. This protocol, however, has the disadvantage that the number and/or the size of ciphertexts increase exponentially as the degree of the polynomial approximation increases.

5 Related Work

There have been several studies on performing a machine learning without revealing private information. Here we consider two major types of approaches: HE-based approaches and the multi-party computation (MPC)-based approaches.

HE-Based Approaches. Graepel et al. (Graepel, Lauter, and Naehrig 2012) presented a homomorphic evaluation algorithm of two binary classifiers (i.e., linear means and Fisher’s linear discriminant classifiers), and Kim et al. (Kim et al. 2018b; 2018a) proposed a homomorphic evaluation of logistic regression. However, they provided only a proof-of-concept evaluation, where small-scale training datasets (consisting of only dozens of samples and features) are considered. Moreover, it is not clear how scalable their approaches are as the size of datasets and the number of iterations increase. Indeed, their implementations require the multiplication depth (i.e., the number of iterations) to be bounded, meaning that their implementations are not scalable. Our algorithm, however, is scalable in the sense that it can admit an arbitrary number of iterations, and the time complexity is linear in terms of the number of iterations.

MPC-Based Approaches. Nikolaenko et al. (Nikolaenko et al. 2013) proposed an MPC-based protocol for training linear regression model, which combines a linear homomorphic encryption and the garbled circuit construction. Mohassel and Zhang (Mohassel and Zhang 2017) improved the protocol by using secure arithmetic operations on shared decimal numbers, and applied it to logistic regression and neural network training.

However, as mentioned earlier, the MPC-based approaches incur large communication overhead, and require all of the participants to be online. To mitigate this problem, an approach using two delegating servers was pro-

---

7The time is obtained by extrapolating their experimental result on the MNIST dataset.
posed (Mohassel and Zhang 2017), where multiple parties upload their data to two servers and delegate the training task to the servers using the two-party computation (2PC). This approach, however, requires an additional assumption that two servers do not collude. Recall that our HE-based approach requires no assumption on the server, and can admit even a compromised server.

**Other HE Schemes.** The bit-wise HE scheme (Ducas and Micciancio 2015) provide an efficient bootstrapping operation, and can admit a boolean circuit directly as a complex operation that involves bit-manipulation. However, their operations are inherently slow due to their large circuit depth. On the other hand, the word-wise HE schemes (Brakerski, Gentry, and Vaikuntanathan 2012; Brakerski 2012; Cheon et al. 2017) provide more efficient operations since their circuit depth can be significantly reduced. However, they suffer from an expensive bootstrapping operation due to the large size of ciphertexts. Also, they do not provide the same level of efficiency for complex operations that involve bit-manipulation, as their circuit depth is still large in the form of an arithmetic circuit over words.

The word-wise approximate HE scheme, adopted in our algorithm, can improve the efficiency of bit-manipulating complex operations at the cost of approximation noises. It is useful in applications where the small approximation noises in the intermediate computation steps are not critical for the final computation result, which is indeed the case for most of the machine learning algorithms.

6 Conclusion and Further Work

In this paper, we presented an efficient logistic regression algorithm on large (fully) homomorphically encrypted data, and evaluated it against both the private financial data and the MNIST dataset. We believe that the techniques we developed here can be also readily used for homomorphically evaluating other machine learning algorithms which we leave as a future work.
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