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Abstract

A translation memory (TM) is proved to be helpful to improve neural machine translation (NMT). Existing approaches either pursue the decoding efficiency by merely accessing local information in a TM or encode the global information in a TM yet sacrificing efficiency due to redundancy. We propose an efficient approach to making use of the global information in a TM. The key idea is to pack a redundant TM into a compact graph and perform additional attention mechanisms over the packed graph for integrating the TM representation into the decoding network. We implement the model by extending the state-of-the-art NMT, Transformer. Extensive experiments on three language pairs show that the proposed approach is efficient in terms of running time and space occupation, and particularly it outperforms multiple strong baselines in terms of BLEU scores.

Introduction

A translation memory (TM) typically consists of bilingual sentence pairs that are most similar to the sentence to be translated (Robinson 2012). In computer-aided translation, professional translators are able to quickly figure out the faithful translation by standing on top of a TM instead of translating from scratch. In statistical machine translation (SMT), various research work have also been devoted to making use of a TM to improve translation quality (Simard and Isabelle 2009; Koehn and Senellart 2010; Ma et al. 2011).

Recent years have witnessed an evolutionary shift from SMT to neural machine translation (NMT), and many notable works investigate on how to integrate a TM into neural translation models (Li, Zhang, and Zong 2016; Zhang et al. 2018; Gu et al. 2018). For example, Zhang et al. (2018) propose a simple approach which defines a quantity over a TM to bias word selection for NMT decoding. The quantity is calculated based on n-gram matching between a TM and the sentence to be translated. This method indeed captures helpful local patterns from a TM while inescapably omitting significant global information such as long distance reordering in a TM. In addition, it introduces an additional hyperparameter to balance the contribution of a TM and the NMT model. The sensitive hyperparameter is required to be tuned manually for each specific task by selecting a suitable development set. On the other hand, Gu et al. (2018) propose an alternative approach to making full use of the global information in a TM. The method encodes all bilingual sentences in a TM into a key-value memory, in which each target word and its corresponding context vector represent a pair of value and key. Nevertheless, the integration of the memory leads to considerable inefficiency in terms of both computational time and space occupation due to redundant words in both source and target side of a TM.

In this paper, we propose a new approach to integrating a translation memory into NMT which utilizes global information within a TM in an efficient fashion. The key to the proposed approach is to represent a TM using a compact structure. Specifically, our approach retrieves a translation memory consisting of multiple bilingual sentences from our training corpus. As the source sentences in a TM are similar to the input sentence, we directly ignore the source side of a TM and only focus on representing the target side. To avoid redundancy in the target side of a TM, we further pack the target side into a directed graph, where each target sentence in a TM indicates a path from the beginning to the end. Then we incorporate this packed graph into the decoding network by performing a self-attention mechanism over the graph inspired by Veličković et al. (2018).

Our approach is more efficient while keeping global information because it performs an attention mechanism over fewer attentive nodes in the packed graph, compared with the large key-value memory in Gu et al. (2018). Furthermore, our approach is more robust in practice because it does not introduce additional sensitive hyperparameters to be manually tuned like Zhang et al. (2018).

To validate the effectiveness of the proposed approach, we implement our idea on top of the state-of-the-art model Transformer (Vaswani et al. 2017). Extensive experiments on six translation tasks demonstrate the following advantages of the proposed approach:

- It is more efficient than the approach in Gu et al. (2018) in terms of both running time and space occupation;
- It delivers BLEU improvements over strong baselines in-
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cluding Transformer and both approaches in Zhang et al. (2018) and Gu et al. (2018).

**Preliminary**

Suppose $x = \langle x_1, \ldots, x_{|x|} \rangle$ is a source sentence with length $|x|$ and $y = \langle y_1, \ldots, y_{|y|} \rangle$ is the corresponding target sentence of $x$ with length $|y|$. Generally, for a given $x$, the neural machine translation baseline, Transformer, aims to generate a translation $y$ according to the conditional probability $P(y \mid x)$ defined by neural networks:

$$P(y \mid x) = \prod_{i=1}^{|y|} P(y_i \mid y_{<i}, x),$$ (1)

where $y_{<i} = \langle y_1, \ldots, y_{i-1} \rangle$ denotes a prefix of $y$ with length $i - 1$. To expand each factor $P(y_i \mid y_{<i}, x)$ in Eq.(1), Transformer adopts the encoder-decoder framework similar to the standard sequence-to-sequence learning in (Bahdanau, Transformer adopts the encoder-decoder framework similar

- **In encoding $x$, an encoder employs $L$ layers of neural networks, each layer consisting of different sub-layers, i.e. multi-head attention, residual connection, layer normalization, and feed-forward network as mentioned in (Vaswani et al. 2017). The output of the $l_{th}$ layer is obtained from the output of the $(l-1)_{th}$ layer via four sub-layers as follows:

$$h^E_j = RL \circ F \circ RL \circ MH(h^{E,l-1}_j, h^{E,l-1})$$ (2)

where $h^{E,l}_j$ indicates the $j_{th}$ hidden unit with dimension $d$ after passing $l$ layers during the encoding phase and particularly $h^{E,0}_j$ denotes the word embedding plus positional encoding of $x_j$; $h^{E,l} = (h^{E,l}_1, \ldots, h^{E,l}_{|x|})$ denotes an $([x], d)$-matrix, i.e. a sequence of hidden units with dimension of $d$; $\circ$ denotes the composition operator between two functions; $MH$, $RL$ and $F$ respectively denote the functions corresponding to the sub-layers of multi-head attention, residual connection plus layer normalization, and feed-forward network with parameters omitted for easier understanding.

Note that $RL$ and $F$ maps a vector to another vector and we refer enthusiastic readers to Vaswani et al. (2017) for detailed definitions. $MH(h_j, h)$ maps a vector $h_j$ and a matrix $h$ into another vector as follows:

$$MH(h_j, h) = \varphi(\text{head}_1, \ldots, \text{head}_K)$$ (3)

where $\varphi$ is a linear projection function, and

$$\text{head}_k = \text{softmax} \left( \frac{h_jW^1_k(hW^2_k)^\top}{\sqrt{d}} \right)hW^3_k$$ (4)

where $W^1_k$, $W^2_k$ and $W^3_k$ are transformation matrices for head $k$ and $d$ is the dimension of vector $h_j$.

During decoding phase, Transformer similarly employs $L$ layers of neural networks, yet each layer consisting of six sub-layers as follows:

$$h^{D,l}_i = RL \circ F \circ RL \circ MH(RL \circ MH(h^{D,l-1}_i, h^{D,l-1}_{<i+1}), h^{E,L})$$ (5)

where $h^{D,l}_i$ indicates the $i_{th}$ hidden unit at $l_{th}$ layer in the decoding phase, and in particular $h^{D,0}_i$ denotes the word embedding of $y_{i-1}$ plus its positional encoding for the first layer; all other functions are defined as in Eq.(2). Note that Eq.(5) differs from Eq.(2) in an additional multi-head attention mechanism over the hidden unit sequence $h^{E,L}$ derived from the encoding phase.

Finally, the factor $P(y_i \mid y_{<i}, x)$ in Eq.(1) is defined as follows:

$$P(y_i \mid y_{<i}, x) = \text{softmax} \left( \phi(h^{D,L}_i) \right)$$ (6)

where $\phi$ is a linear network to project the hidden unit to a vector with dimension of the target vocabulary size.

**Graph Representation of TM**

For a source sentence $x$ to be translated, we firstly use the off-the-shelf search engine Lucene to retrieve a set of sentences $\{x^i\mid i \in [1, M]\}$ together with its translations $\{y^i\mid i \in [1, M]\}$. Following Gu et al. (2018) and Zhang et al. (2018), we prune the retrieved set to an $N$-best list ($M \gg N$) by the fine-grained similarity score based on the edit-distance:

$$1 - \frac{\text{dist}(x, x^i)}{\max(|x|, |x^i|)}$$ (7)

where dist denotes the edit-distance. This $N$-best list is referred to as a translation memory in this paper, which is represented by $\{(x^i, y^i)\mid i \in [1, N]\}$.

Gu et al. (2018) encode each word in both the source and target sides of TM as a neural memory, and repeatedly access the memory during decoding. Unfortunately, since a word even a phrase may appear repeatedly in both source and target side of a TM, redundant words are encoded multiple times, leading to a large key-value memory, where the key value pairs are determined by target words. This large memory makes the attention computation inefficient in speed, and also consumes a considerable GPU memory, which is expensive for machines in practice.

To address these issues, we propose an effective approach to representing a TM in a compact way by the following two steps in this paper.

**Ignoring source side**

It is observed that most source words in the TM also appear in the input sentence $x$ and have already been represented by the encoder. In addition, we believe that those words in the TM yet beyond $x$ may not be informative to translate the sentence $x$ itself. Therefore, in our proposed model, we directly ignore the source sentences of the TM and only represent the target side. In other words, we expect the target side of the TM to directly capture relevant parts in the sentence $x$ without bothering to access its source side counterpart. Since the GPU memory consumed by TM encoding is proportional to the total number of words in a TM, this trick is able to reduce memory consumption greatly. Note that this trick can only improve the computational speed to a limited extent, because it still maintains the same number of target words corresponding to key value pairs.
This amendment does not affect the English version.
encoding is applied, each decoding layer gets its own unique graph encoding. Besides, the outermost components $RL$ and $F$ are removed from flexible encoding to reduce complexity.

Because the directed graph $G$ roughly records the global order of nodes, which somehow captures the reordering in the original TM, it would be helpful to encode the directional information for translating the input $x$. In this paper, we index the nodes $v$ in topological order and integrate additional positional encoding signal before the graph attention similar to the encoding of $x$ as in the standard Transformer architecture. In detail, the first layer of graph encoding is the sum of the word embedding of $v_i$ and position encoding of $i$ (Vaswani et al. 2017).

Enhanced Decoding

Suppose $h_{E,L}^i$ is the hidden unit sequence encoded from $x$ and $h_{G,L}^i$ is that encoded from $G$. As mentioned in the last subsection, $h_{G,L}^i$ could be a fixed graph encoding or a flexible one. Similar to Transformer, the proposed model employs $L$ layers of networks in the decoding phase, but each layer includes two additional sub-layers ($MH$ and $RL$) to incorporate $h_{G,L}$, besides other six sub-layers. We place the extra two layers nearest to the output of the decoder network in order to let the graph encoding fully influence the decoding process. Formally, at the $l$th layer in the decoding phase, the hidden unit $h_{i,l}^{D,l}$ is computed from $h_{i,l-1}^{D,l-1}$, $h_{E,L}$ and $h_{G,L}$ as follows:

$$h_{i,l}^{D,l} = RL \circ F \circ RL \circ MH \left( RL \circ MH \left( h_{i,l-1}^{D,l-1}, h_{i+l}^{D,l-1}, h_{E,L}, h_{G,L} \right) \right)$$

(10)

This equation Eq.(10) is similar to Eq.(5) except two extra sub-layers including $MH$ over $h_{G,L}$ and its immediate $RL$. By applying these additional layers, the model is able to dynamically extract favorable semantic and syntactic information from translation memory for each time step.

Note that in encoding $v_i$, the sequence of $n^i$ only includes the nodes which are directly adjacent to $v_i$, one might argue that the hidden unit $h_{G,l}^{i}$ ignores information far away from the node $v_i$. Indeed, we tried to reset $n^i$ to include higher order neighbors of $v_i$, but we did not observe additional gains in translation quality. The possible reason is that the long distance information is captured by the multi-layer structure.

Related Work

This section reviews the mostly related works, according to the following three research lines.

TM based SMT

Many research works are devoted to integrating a translation memory into the statistical machine translation paradigm. For example, Koehn and Senellart (2010) extract bilingual segments from a TM which matches the source sentence to be translated, and constrain SMT to decode for those unmatched parts of the source sentence. Unlike Koehn and Senellart (2010) employing a heuristic score to decide whether the extracted segments should be used as decoding constraints or not, Ma et al. (2011) design a fine-grained classifier to predict the score for making more reliable decisions. In addition, Simard and Isabelle (2009), Wang, Zong, and Su (2013) and Wang, Zong, and Su (2014) add the extracted bilingual segments to the translation table of SMT, and then decode the source sentence with the augmented translation table, which bias the decoder in a soft constraint manner instead of a hard one as in Koehn and Senellart (2010) and Ma et al. (2011).

TM based NMT

Recently, TM based neural machine translation has been witnessed increasing interests. As NMT does not explicitly rely on the translation rules as SMT, many works resort to different approaches. For example, Li, Zhang, and Zong (2016) and Farajian et al. (2017) make use of a translation memory to fine tune the NMT model which is pre-trained on the entire training corpus in advance, similar to that in Liu et al. (2012) in SMT. As different testing sentences may have different TMs, this approach has to fine-tune the model on-the-fly during testing. In order to avoid the on-the-fly tuning, Zhang et al. (2018) define a quantity based on the $n$-gram in TM to directly bias the word selection for NMT. Although this approach is efficient, it can only captures local information in a hard manner while ignoring the global information in TM, leading to inferior performance to ours. Gu et al. (2018) propose an additional encoder to encode the global information (i.e. the entire sentences) in TM into vectors for all words, and make use of the encoded vectors to decode a target word by an additional attention mechanism. To some extent, our approach is an extension of Gu et al. (2018) in which we pack the sequential TM into a graph, which includes much fewer nodes, leading to a more efficient attention computation.

Graph based NMT

There are many works involving graph structures to improve NMT. For instance, Stahlberg et al. (2016) implicitly employs a translation graph (i.e. lattice) generated by SMT by rewarding the words which have high posterior probabilities over the lattice. Meanwhile, Khayrallah et al. (2017) explicitly use a lattice generated by SMT to constrain the decoding space and rerank to select the best translation from this constrained lattice. Both approaches obviously differ from ours in that they do not encode the discrete graph into the continuous vectors from the point view of neural networks. Ma et al. (2018) and Su et al. (2017) encode a packed parse forest or a word segmentation lattice of a source sentence. However, the focus of our work is oriented to a translation memory instead of a parse tree or word segmentation. Furthermore, we integrate the encoded vectors into the strong Transformer, which leads to nontrivial implementations compared with attention operations in recurrent networks.

Experiments

In this section, we demonstrate, by experiments, the advantages of the proposed model: it yields better translation than
Zhang et al. (2018) with the help of global information from translation memory; and it is more efficient than the model in Gu et al. (2018) in terms of running time and memory consumption mainly because of the compact graph representation of translation memory.

**Settings**

**Data Preparation** Following the previous works investigating on incorporating TM into NMT models, we use the JRC-Acquis corpus for training and evaluating our proposed model. The JRC-Acquis corpus is a collection of parallel legislative text of European union Law applicable in the EU member states. The highly related text in the corpus is suitable for us to make evaluations. To fully explore the effectiveness of our proposed model, we conduct translation experiments on three language pair bidirectionally, namely, en-fr, en-es, and en-de.

We manage to obtain preprocessed datasets from Gu et al. (2018). For each language pair, we randomly select 3000 samples to form a development and a test set respectively. The rest of the pairs are used as the training set. Sentences longer than 80 and 100 are removed from the training and development/test set. The technique of Byte-pair Encoding (Sennrich, Haddow, and Birch 2016) is applied and the vocabulary size is set to be 20K for all the experiments.

**Baseline Systems** The proposed TM graph based model is built on transformer (Vaswani et al. 2017), and it is denoted by G-TFM. We also propose and implement another simpler TM representation based transformer, SEQ-TFM which sequentially encodes all target sentences in a TM as one of the baseline models. Specifically, each target sentence in TM goes through a multi-head mechanism and an immediate residual connection plus layer normalization in \( l_{th} \) layer, which is calculated as follows:

\[
    h_{k,i}^l = RL \circ MH_1(h_{k-1}^0, h_k^0)
\]

where \( h_{k,i}^l \) is the \( i_{th} \) hidden unit of the \( k_{th} \) sentence in the TM; \( h_{k-1}^0 \) is the word embedding plus positional encoding of \( k_{th} \) sentence in TM. The derived representations for these sentences are then concatenated to form the representation of the translation memory \( h^{3,\ell} \), which can be utilized flexibly in \( l_{th} \) decoding layer.

Besides, as the proposed model is directly built upon the Transformer architecture, Transformer itself provides a natural baseline, which is referred to as TFM in this paper. In addition, following Zhang et al. (2018) and Gu et al. (2018), we implement two translation memory based systems on top of Transformer for fair comparison and we refer them to P-TFM and SEG-TFM, respectively. \(^1\) For the broader comparison, we reproduce the model (denoted by P-RNN) in Zhang et al. (2018) on top of our in-house RNNsearch system (denoted by RNN). \(^2\)

**Training systems** For each sentence, we retrieve 100 translation pairs from the training set by using Apache Lucene. We score the source side of each retrieved pair against the source sentence \( x \) with fuzzy matching score in Eq. (7) and select top \( N = 5 \) translation sentence pairs as a translation memory for the sentence \( x \) to be translated. Sentences from the target side in the translation memory are used to form a graph, with each word represented as a node and the connection between adjacent words in a sentence represented as an undirected edge.

For training all systems, we maintain the same hyper-parameters as shown in Table 1 for comparison. Besides, we adopt the same training algorithm to learn the models as follows. We use a customized learning rate decay paradigm following Tensor2Tensor (Vaswani et al. 2018) package. The learning rate increases linearly on early stages for a certain number of steps, known as warm-up steps, and decay exponentially later on. We set the warm-up step to be 5 epochs and we early stop the model after training 20 epochs, typically the time when the development performance varies insignificantly.

Furthermore, since there is a hyperparameter in the system P-TFM of Zhang et al. (2018) which is sensitive to the specific translation task, we tune it carefully on the development set for all translation tasks. Its optimized value is 0.7 for es and de tasks while it is 0.8 for fr task. \(^3\)

**Results and analysis on es-en task**

**Translation accuracy** Table 2 shows the experiment results of all the systems on the es-en task in terms of BLEU. Several observations can be made from the results. First, the baseline TFM achieves substantial gains over RNN and even outperforms P-RNN by around 1 BLEU point on the test set. Compared with the strongest baseline P-TFM, the proposed SEQ-TFM and G-TFM are able to obtain some gains up to 1.9 BLEU points on the test set. This result verifies that our

\(^1\)Note that due to the architecture divergence between RNN-based NMT and Transformer, SEG-TFG differs from the RNN-based counterpart in that two quantities \( c_t \) and \( z_t \) in Gu et al. (2018) are replaced by the hidden units obtained from the multi-head attention over the encoding units and the decoding hidden state units before the softmax operator.

\(^2\)We did not reimplement the model in Gu et al. (2018) on top of our in-house RNN, because it was clearly demonstrated in Zhang et al. (2018) that P-RNN works comparable to or even better than Gu et al. (2018) on the same JRC-Acquis corpora as conducted in our experiments.

\(^3\)We run all 6 tasks with hyperparameters among \([0.5, 1.5]\) with scale of 0.1, and manually pick the optimized value according to its performance on the development set.

<table>
<thead>
<tr>
<th>Word embedding</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layers</td>
<td>6</td>
</tr>
<tr>
<td>TM dropout</td>
<td>0.6</td>
</tr>
<tr>
<td>Other dropout</td>
<td>0.1</td>
</tr>
<tr>
<td>Beam size</td>
<td>5</td>
</tr>
<tr>
<td>Label smoothing</td>
<td>0.1</td>
</tr>
<tr>
<td>Batch size (tokens)</td>
<td>8192</td>
</tr>
</tbody>
</table>

Table 1: Hyper-parameters for training baselines and the proposed model on top of the transformer architecture.
compact representation of TM is able to guide the decoding of the state-of-the-art model.

Second, it is observed that SEG-TFM is only comparable to TFM on this task, although its RNN based counterpart brought significant gains as reported in Gu et al. (2018). This fact shows that the transformer architecture may need a sophisticated way to well define a key-value memory for TM encoding, which can be significantly different from that on RNN architecture. This is beyond the scope of this paper. Fortunately, this paper provides an easy yet effective approach to encode a TM, i.e. G-TFM, which does not rely on a context-based key-value memory.

**Running time** Since the retrieval time can be neglected compared with the decoding time as found in Zhang et al. (2018), we thereby eliminate the retrieval time and directly compare running time for neural models as shown in Table 3. From this table, we observe that the proposed graph based model G-TFM saves significant running time compared with SEG-TFM and SEQ-TFM while achieving better translation performance.

**Memory consumption** Ideally, the total memory consumed by a system is proportional to the size of the computational tensor graph. However, it is impossible to exactly compare the complexity of the computational graph, because it is dependent on the coding implementation. As a result, we roughly evaluate the memory consumption in terms of the number of words encoded by the models, which corresponds to a part of the nodes in the computational graph and can be calculated.

Table 3 depicts the total number of source and target words encoded by the corresponding model for each test sentence on average. It’s observed that SEG-TFM needs to encode approximately 3 times and SEQ-TFM encodes approximately 2 times the number of words of our proposed model, G-TFM. There’s no wonder that TFM takes the fewest words to encode because no extra TM is included. These statistics indicate that under the scenario of incorporating TM in NMT, our model requires the least memory.

### Table 3: Running time and memory. Training time reports the time in seconds for training one epoch on average, and testing time reports the time in seconds for translating one sentence on average. Words (#) denotes the number of words encoded in the neural models on average.

<table>
<thead>
<tr>
<th></th>
<th>TFM</th>
<th>SEG-TFM</th>
<th>SEQ-TFM</th>
<th>G-TFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train (s)</td>
<td>4579</td>
<td>44238</td>
<td>21920</td>
<td>8692</td>
</tr>
<tr>
<td>Test (s)</td>
<td>0.20</td>
<td>2.68</td>
<td>1.25</td>
<td>0.36</td>
</tr>
<tr>
<td>BLEU</td>
<td>68.28</td>
<td>374.52</td>
<td>214.97</td>
<td>129.18</td>
</tr>
</tbody>
</table>

### Table 4: Translation quality on es-en task for the divided subsets according to similarity. The averaged similarity for the entire test set is 0.48.

<table>
<thead>
<tr>
<th>Similarity</th>
<th>Sents Percent</th>
<th>TFM</th>
<th>P-TFM</th>
<th>G-TFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 1</td>
<td>2585</td>
<td>100%</td>
<td>62.68</td>
<td>65.00</td>
</tr>
</tbody>
</table>

### Table 5: Translation results when adding reference to TM.

<table>
<thead>
<tr>
<th></th>
<th>TFM</th>
<th>P-TFM</th>
<th>G-TFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>62.68</td>
<td>65.00</td>
<td>90.25</td>
</tr>
</tbody>
</table>
Learning from the similar pattern contained in the TM, which distance reordering with positional encoding in this case by reordering decision. G-TFM succeeds to capture the long information, P-TFM can not encourage to make a long-distance reordering decision. Since the reward score of any line TFM fails to figure out this reorder as the reference. In Table 6, it is clear that there is a long distance reorder between the main and subordinate clauses, and the baseline TFM again. Table 5 shows that the gap between P-TFM and G-TFM is substantially enlarged. This result shows that our proposed G-TFM is able to adaptively make use of translation memory. A well-trained existing model can deliver almost absolutely correct translations when a extremely similar translation memory is available. But for P-TFM, the hyperparameter previously tuned on the development set is not suitable for the translation task where the TM is very similar to test sentences. In other words, the success of P-TFM also depends on the selection of a development set.

Case study on global information In the example shown in Table 6, it is clear that there is a long distance reorder between the main and subordinate clauses, and the baseline TFM fails to figure out this reorder as the reference. Since the reward score of any n-gram defined in Zhang et al. (2018) is all the same and irrelevant to its position information, P-TFM can not encourage to make a long-distance reordering decision. G-TFM succeeds to capture the long distance reordering with positional encoding in this case by learning from the similar pattern contained in the TM, which indicates that G-TFM indeed is able to utilize the global information in TM.

Results on other tasks

We pick stronger baselines from the es-en task, i.e. TFM and P-TFM, and compare them with the proposed G-TFM model on other 5 translation tasks. Table 7 summarizes their results on both the development and test sets. From this table, we can see that on the test set, G-TFM steadily outperforms TFM by up to 3 BLEU points across all these 5 tasks. In addition, contrast to P-TFM, G-TFM demonstrates better performance by exceeding at least 1 BLEU point across all these tasks except the en-fr task. These results are consistent with the results on es-en task and further validates the effectiveness of integrating graph-based translation memory into the Transformer model.

Conclusion

We have proposed an approach to augmenting the neural machine translation by a translation memory. The proposed approach firstly packs the translation memory into a compact graph, where each node may correspond to multiple words for different sentences in a TM, and then it encodes the packed graph into a deep representation during the decoding phase. The proposed approach is able to make use of the global information from TM and is also efficient enough even if the size of TM increases. Extensive experiments on six tasks with three language pairs show that the proposed approach is effective when compared with the strong baseline Transformer: it not only gains over the baseline with a large margin, but also consistently outperforms the approaches in Zhang et al. (2018) and Gu et al. (2018).
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