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Abstract

Multiple clustering aims at discovering diverse ways of organizing data into clusters. Despite the progress made, it’s still a challenge for users to analyze and understand the distinctive structure of each output clustering. To ease this process, we consider diverse clusterings embedded in different subspaces, and analyze the embedding subspaces to shed light into the structure of each clustering. To this end, we provide a two-stage approach called MISC (Multiple Independent Subspace Clusterings). In the first stage, MISC uses independent subspace analysis to seek multiple and statistical independent (i.e., non-redundant) subspaces, and determines the number of subspaces via the minimum description length principle. In the second stage, to account for the intrinsic geometric structure of samples embedded in each subspace, MISC performs graph regularized semi-nonnegative matrix factorization to explore clusters. It additionally integrates the kernel trick into matrix factorization to handle non-linearly separable clusters. Experimental results on synthetic datasets show that MISC can find different interesting clusterings from the sought independent subspaces, and it also outperforms other related and competitive approaches on real-world datasets.

Introduction

Clustering is an unsupervised learning technique that aims at partitioning data into a number of homologous groups (or clusters). However, traditional clustering methods typically provide a single clustering, and fail to reveal the diverse patterns underlying the data. In fact, several different clustering solutions may co-exist in a given problem, and each may provide a reasonable organization of the data, e.g., people can be assigned to different communities based on different roles; proteins can be categorized differently based on their amino acid sequences or their 3D structure. In these scenarios, it would be desirable to present multiple alternative clusterings to the users, as these alternative clusterings can explain the underlying structure of the data from different viewpoints.

To address the aforementioned problem, the research field of multi-clustering has emerged during the last decade. Naive solutions run a single clustering algorithm with different parameter values, or explore different clustering algorithms (Bailey 2013). These approaches may generate multiple clusterings with high redundancy, since they do not take into account the already explored clusterings. To overcome this drawback, two general strategies have been introduced. The first one simultaneously generates multiple clusterings, which are required to be different from each other (Jain, Meka, and Dhillon 2008; Dang and Bailey 2010). The second one generates multiple clusterings in a greedy manner, and forces the new clusterings to be different from the already generated ones (Cui, Fern, and Dy 2007; Hu et al. 2015; Yang and Zhang 2017).

Most of these multi-clustering methods consider multiple clusterings in the full feature space. However, as the dimensionality of the data increases, clustering methods encounter the challenge of the curse of dimensionality (Parsons, Haque, and Liu 2004). Furthermore, some features may be relevant to some clusterings but not others. This phenomenon is also observed in data with moderate dimensionality. Subspace clustering aims at finding clusters in subspaces of the original feature space, but it faces an exponential $(2^d - 1)$ search space and focuses on exploring only one clustering. Some approaches try to find alternative clusterings in a weighted feature space (Caruana et al. 2006; Hu et al. 2015) or in a transformed feature space (Cui, Fern, and Dy 2007; Davidson and Qi 2008); however, the former methods cannot control well the redundancy between different clusterings, and the latter cannot find multiple orthogonal subspaces at the same time.

To overcome these issues, we propose an approach called Multiple Independent Subspace Clusterings (MISC) to explore diverse clusterings in multiple independent subspaces, one clustering for each subspace. During the first stage, MISC uses Independent Subspace Analysis (ISA) (Szabó, Poczos, and Lörincz 2012) to explore multiple pairwise-independent (i.e., non-redundant) subspaces by minimizing the mutual information among them, and seeks the number of independent subspaces via the minimum description length principle (Rissanen 2007). MISC automatically determines the number of clusters in each subspace via Bayesian $k$-means (Welling 2006), and groups the data embedded in each subspace using graph regularized semi-nonnegative matrix factorization (Ding, Li, and Jordan 2010). To group non-linearly separable data in a subspace, it further maps the...
data into a reproducing kernel Hilbert space via the kernel trick.
This paper makes the following contributions:

- We introduce an approach called MISC to explore multiple clusterings in independent subspaces. MISC automatically computes the number of independent subspaces, which provide multiple individual views of the data.
- MISC leverages graph regularized semi-nonnegative matrix factorization and kernel mapping to group non-linearly separable clusters, and can determine the number of clusters in each subspace.
- Experimental results show that MISC can explore different clusterings in various subspaces, and it significantly outperforms other related and competitive approaches (Caruana et al. 2006; Bae and Bailey 2006; Cui, Fern, and Dy 2007; Davidson and Qi 2008; Jain, Meka, and Dhillon 2008; Hu et al. 2015; Yang and Zhang 2017; Niu, Dy, and Jordan 2010; Guan et al. 2010; Niu, Dy, and Ghahramani 2012).

Related Work
Existing multi-clustering approaches can be classified into two categories depending on how they control redundancy, either based on clustering labels, or on feature space.

COALA (Constrained Orthogonal Average Link Algorithm) (Bae and Bailey 2006) is the classic algorithm that controls redundancy through clustering labels. It transforms linked pairs of the reference clustering into cannot-link constraints, and then uses agglomerative clustering to find an alternative clustering. MNMF (Multiple clustering by Nonnegative Matrix Factorization) (Yang and Zhang 2017) derives a diversity regularization term from the labels of existing clusterings, and then integrates this term with the objective function of NMF to seek another clustering. The performance of both COALA and MNMF heavily depends on the quality of already discovered clusterings. To alleviate this issue, other methods simultaneously seek multiple clusterings by minimizing the correlation between the labels of two distinct clusterings and by optimizing the quality of each clustering (Jain, Meka, and Dhillon 2008; Wang et al. 2018). For example, De-k-means (Decorrelated k-means) (Jain, Meka, and Dhillon 2008) simultaneously learns two disparate clusterings by minimizing a k-means sum squared error objective for the two clustering solutions, and by minimizing the correlation between the two clusterings. CAMI (Clustering for Alternatives with Mutual Information) (Dang and Bailey 2010) optimizes a dual-objective function, in which the log-likelihood objective (accounting for the quality) is maximized, while the mutual information objective (accounting for the dissimilarity) of pairwise clusterings is minimized.

Multi-clustering solutions that explore multiple clusterings using a feature-based criterion have also been studied. Some of them assign weights to features. For example, MetaC (Meta Clustering) (Caruana et al. 2006) first applies k-means to generate a large number of base clusterings using weighted features based on the Zipf distribution (Zipf 1949), and then obtains multiple clusterings via a hierarchical clustering ensemble. MSC (Multiple Stable Clusterings) (Hu et al. 2015) detects multiple stable clusterings in each weighted feature space using the idea of clustering stability based on Laplacian Eigengap. Unfortunately, MSC cannot guarantee diversity among multiple clusterings, since it cannot control the redundancy very well. Other feature-wise multi-clusterings are based on transformed features. They use a data space \( S \) to characterize the existing clusterings and try to construct a new feature space, which is either orthogonal to \( S \), or independent from \( S \). Once the novel feature space is constructed, any clustering algorithm can be used in this space to generate an alternative clustering. OSC (Orthogonal subspace clustering) (Cui, Fern, and Dy 2007) transforms the original feature space into an orthogonal subspace using a projection framework based on the given clustering, and then groups the transformed data into different clusters. ADFT (Alternative Distance Function Transformation) (Davidson and Qi 2008) adopts a distance metric learning technique (Xing et al. 2003) and singular value decomposition to obtain an alternative orthogonal subspace based on a given clustering. Thereafter, it obtains an alternative clustering by running the clustering algorithm in the new orthogonal feature space. mSC (Multiple Spectral Clusterings) (Niu, Dy, and Jordan 2010) finds multiple clusterings by augmenting a spectral clustering objective function, and by using the Hilbert-Schmidt independence criterion (HSIC) (Gretton et al. 2005) among multiple views to control the redundancy. NBMC (Nonparametric Bayesian Multiple Clustering) (Guan et al. 2010) and NBMC-OFV (Nonparametric Bayesian model for Multiple Clustering with Overlapping Feature Views) (Niu, Dy, and Ghahramani 2012) both employ a Bayesian model to explore multiple feature views and clusterings therein.

Feature-based multiple clustering methods typically seek a full space transformation matrix, or measure the similarity between samples in the full space. Therefore, their performance may be compromised with high-dimensional data. Furthermore, some data only show cluster structure on a subset of features. Given the above analysis, we advocate to separately explore diverse clusterings in independent subspaces, and introduce an approach called MISC. MISC first uses independent subspace analysis to obtain multiple independent subspaces, and then performs clustering in each independent subspace to achieve multiple clusterings. Extensive experimental results show that MISC can effectively uncover multiple diverse clusterings in each identified subspace.

Proposed Approach
MISC consists of two phases: (1) Finding multiple independence subspaces, and (2) Exploring a clustering in each subspace. In the following, we provide the details of each phase.

Independent Subspace Analysis
Blind Source Separation (BSS) is a classic problem in signal processing. Independent Component Analysis (ICA) is a statistical technique that can solve the BBS problem by decomposing complex data into independent subparts (Hyvärinen,
from that model. More concretely, the coding cost for transmitting data \( D \) together with a model \( M \) is

\[
L(D, M) = L(M) + L(D|M)
\]

When subspaces are merged in each iteration, we update \( L(D, M) \). Finally, we choose the number of subspaces \( v \) corresponding to the smallest \( L(D, M) \). Concretely, we use the technique in (Rissanen 2007; Ye et al. 2016) to measure the length of the model and data coding as follows:

\[
L(M) = \frac{d^2}{2} \cdot \log_2(n) + (v + 1) \cdot \log_2(d)
\]

\[
L(D|M) = \frac{d^2}{2} \cdot \log_2(n) + \sum_{i=1}^{v} \sum_{j}^{n} \log_2 \left( \frac{1}{f_{S}(S_{ij})} \right)
\]

where \( n \) is the number of samples, \( d \) is the number of features, and \( f_{S}(S_{ij}) \) is the probability-density function for each subspace. As a result, we obtain \( v \) independent subspaces.

### Exploring Multiple Clustering

After obtaining multiple independent subspaces, we use Bayesian \( k \)-means (Welling 2006) to guide the computation of the number of clusters in each subspace. Bayesian \( k \)-means adopts a variational Bayesian framework (Ghahramani and Beal 1999) to iteratively choose the optimal number of clusters. We then perform Graph regularized Semi-NMF (GSNMF) to cluster data embedded in each subspace. GSNMF is an improvement upon SNMF by leveraging the geometric structure of samples to regularize the matrix factorization.

SNMF (Ding, Li, and Jordan 2010) is a variant of the classical NMF (Lee and Seung 1999); it extends the application of traditional NMF from nonnegative inputs to mix-signed inputs. At the same time, it preserves the strong clustering interpretability. The objective function of SNMF can be formulated as follows:

\[
J_{SNMF} = ||X - ZH||^2 + \lambda tr(HH^T)
\]

where \( Z \in \mathbb{R}^{d \times k} \) can be viewed as the cluster centroids, and \( H \in \mathbb{R}^{n \times k} \), \( H \geq 0 \) is the soft cluster assignment matrix in the latent space. We can transform the soft clusters to hard clusters by clustering the index matrix \( H \).

Inspired by GNMF (Graph regularized Nonnegative Matrix Factorization) (Cai et al. 2011), we make use of the intrinsic geometric structure of samples to guide the factorization of \( H \), and cascade it to \( Z \). As a result, we obtain the following objective function for the graph regularized SNMF (GSNMF):

\[
J_{GSNMF} = ||X - ZH||^2 + \lambda tr(LHLH^T)
\]

where \( tr(\cdot) \) denotes the trace of a matrix, \( \lambda \geq 0 \) is the regularization parameter; \( L \in \mathbb{R}^{n \times n} \) is the graph Laplacian matrix \( L = D - P \), \( P \in \mathbb{R}^{n \times n} \) is the weighted adjacency matrix of the graph (Cai et al. 2011), \( D \in \mathbb{R}^{n \times n} \) is the diagonal degree matrix whose entries are the row sum of \( P \). By
minimizing the graph regularized term, we assume that if \( X_{i,j} \) and \( X_{i,j} \) are close to each other, then their cluster labels \( H_{i} \) and \( H_{j} \) should be close as well.

However, GS-NMF, similarly to NMF and SNMF, does not perform well with data that are non-linearly separable in input space. To avoid this potential issue, we consider mapping the data points onto a Reproducing kernel Hilbert space \( \phi(X) \), and reformulate Eq. (7) as follows:

\[
J_{KGSNMF} = \| \phi(X) - ZH \|^{2} + \lambda T r(HLH^{T})
\]

(8)

This formulation makes it difficult to compute \( Z \) and \( H \), since they depend on the mapping function \( \phi(\cdot) \). To solve this problem, we add constraints on the basis vectors \( Z \). As such, the basis matrix \( Z \) can be further formulated as the combination of weighted-samples \( Z = \phi(X)W \), in which \( W \geq 0 \) is the weight matrix. Eq. (8) can be rewritten as follows:

\[
J_{KGSNMF} = \| \phi(X) - \phi(X)WH \|^{2} + \lambda T r(HLH^{T})
\quad \text{s.t.} W \geq 0; H \geq 0
\]

(9)

Through kernel mapping, KGSNMF can properly cluster, not only linearly separable data, but also non-linearly separable ones.

**Optimization:** We follow the idea of standard NMF to optimize \( W \) and \( H \) by an alternating optimization technique. Particularly, we alternate the optimization of \( W \) and \( H \), while fixing the other as constant. For simplicity, we use \( \phi \) to represent \( \phi(X) \).

Optimizing \( J_{KGSNMF} \) with respect to \( W \) is equivalent to minimizing the following function:

\[
J_{1}(W) = \| \phi - \phi WH \|^{2}
\]

To embed the constraint \( W \geq 0 \), we introduce the Lagrange multiplier \( \Phi \in \mathbb{R}^{n \times k} \):

\[
L(W) = \| \phi - \phi WH \|^{2} - \Phi W^{T}
\]

(11)

Letting the partial derivative \( \frac{\partial L(W)}{\partial W} = 0 \), we obtain

\[
\Phi = (\phi^{T} \phi + \phi^{T} \phi WH)H^{T}
\]

(12)

Based on the Karush-Kuhn-Tucker (KKT) (Boyd and Vandenberghe 2004) complementarity condition \( \Phi_{ij}W_{ij} = 0 \), we have:

\[
[(\phi^{T} \phi + \phi^{T} \phi WH)H^{T}]_{ij}W_{ij} = 0
\]

(13)

Eq. (13) leads to the following updating formula for \( W \):

\[
W_{ij} \leftarrow W_{ij} \sqrt{[(\phi^{T} \phi)^{+}H^{T} + (\phi^{T} \phi)^{-}WH]_{ij}}
\]

(14)

where we separate the positive and negative parts of \( \phi^{T} \phi \) by setting \( [\phi^{T} \phi]^{+} = (|\phi^{T} \phi| + \phi^{T} \phi)/2, [\phi^{T} \phi]^{-} = (|\phi^{T} \phi| - \phi^{T} \phi)/2 \).

Similarly, we can get the updating formula for \( H \):

\[
H_{ij} \leftarrow H_{ij} \sqrt{W^{T}[\phi^{T} \phi]^{+} + W^{T}[\phi^{T} \phi]^{-}WH + \lambda HL]_{ij}}
\]

(15)

From Eq. (14) and Eq. (15), we can see that the updating formulas do not depend on the mapping function \( \phi(\cdot) \), and we can compute \( \phi(X_{i})^{T} \phi(X_{j}) \) via any kernel function, i.e.,

\[
\phi(X_{i})^{T} \phi(X_{j}) = \kappa(X_{i}, X_{j})
\]

By iteratively applying Eqs. (14) and (15) in each independent subspace, we can obtain the optimized \( W^{*} \) and \( H^{*} \). Each \( H^{*} \) obtained from each subspace corresponds to one clustering. As such, we obtain \( v \) clusterings from \( v \) independent subspaces.

Algorithm 1 presents the whole MISC procedure. Line 1 computes the source matrix \( S \) via independent component analysis; Line 2 merges the subspaces according to Eq.(2) and using agglomerative clustering, and saves the MDL \((L_{min})\) for each merge; Line 3 chooses the best set of subspaces \( \Omega_{min} \) with the minimum MDL \( (L_{i}) \) through a sorting operation; Lines 5-9 cluster data for each subspace though KGSNMF; Lines 10-18 give the procedure of KGSNMF.

Algorithm 1 MISC: Multiple Independent Subspace Clusterings

**Input:** \( X \): dataset of \( n \) samples with \( d \) features; \( \Omega \):

**Output:** \( \{C_{i}\}_{i=1}^{v} \): \( v \) clusterings.

1: \( S = \) ICA(\( X \))
2: \( \{L_{i}, \Omega_{i}\}_{i=1}^{d} = \) MergeSubspace(\( S \),*agglomerative clustering*)\( \Omega_{i} \) is the set of subspaces after \( i \)-th merging and \( L_{i} \) is the MDL corresponding to \( \Omega_{i}\)
3: \( \{L_{min}, \Omega_{min}\} = \) sort(\( \Omega_{i}\),
4: \( \Omega_{min} = \{S^{(1)}, S^{(2)}, \ldots, S^{(v)}\}\)
5: \( k_{j} = \) Bayesian \( k\)-means(\( S^{(j)} \))
6: \( H^{(j)} = \) KGSNMF(\( S^{(j)} \), \( k_{j} \))
7: \( C_{j} = \) \( k\)-means(\( H^{(j)} \), \( k_{j} \))
8: **End For**
9: **Function** \( H = \) KGSNMF(\( X, k \))
10: **Initialize** \( W \) and \( H \) randomly.
11: /* Compute kernel similar matrix*/
12: \[|\phi(X_{i})^{T} \phi(X_{j})| = \kappa(X_{i}, X_{j})\]
13: **While** not converged **Do**
14: **Update** \( W \) using Eq. (14);
15: **Update** \( H \) using Eq. (15);
16: **End While**
17: **End Function**

**Complexity analysis**

The complexity of ISA is \( O(d^{2}n) \) and the complexity of MDL is \( O(dn^{2}) \) (for each merge). Since we need to merge the subspaces for at most \( d \) times, the overall time complexity of the first stage is \( O(d(d^{2}n + dn^{2})) \). For the second stage, MISC takes \( O(n^{2}d) \) time to construct the \( p \)-nearest neighbor graph. Assuming the multiplicative updates stop after \( t \) iterations and the number of clusters is \( k \), then the cost for KGSNMF is \( O(tkdn + n^{2}d) \). In summary, the overall time complexity of MISC is \( O(dn(d + d + tk + n)) \).
**Experiments**

**Experiments on synthetic data**

We first conduct two types of experiments on synthetic data, the first type of experiments is to prove that MISC can find multiple independent subspaces, and the second type is to prove that our KGSNMT has a better clustering performance than SNMF.

The first synthetic data contains four subspaces consisting of 800 samples with 8 features: the first subspace contains four clusters, corresponding to the shapes of the digits ‘2’, ‘0’, ‘1’, ‘9’ (Fig. 1(a)); the second subspace also contains four clusters, corresponding to the shapes of the letters ‘A’ (three shapes) and ‘T’ (Fig. 1(b)); the third one contains six clusters generated by a Gaussian distribution (Fig. 1(c)); the last one contains two clusters, which are non-linearly separable (Fig. 1(d)). To ensure the non-redundancy among the four subspaces, we randomly permute the sample index in each subspace before merging them into a full space. Note that the synthetic data is diverse; it includes subspaces with the same scale, such as the first and the second subspaces, as well as subspaces with different scales, such as the second, third, and fourth subspaces. We choose the Gaussian heat kernel as the kernel function and the kernel width is set to the standard variance $\sigma = \sqrt{\frac{1}{\sum_{i=1}^{n} \| X_i - \bar{X} \|^2 / n}}$. Following the set of GNMF in (Cai et al. 2011), we use 0-1 weighting and adopt the neighborhood size $\epsilon = 5$ to compute the graph adjacency matrix $P$, and then set $\lambda = 10$ in Eq. (8). We apply MISC on the first synthetic dataset and plot the found subspace views and clustering results in the last four subfigures of Fig. 1.

The first view shown in Fig. 1(e) corresponds to the second original subspace; the second view shown in Fig. 1(f) corresponds to the first original subspace; the third view shown in Fig. 1(g) corresponds to the third original subspace; and the fourth view shown in Fig. 1(h) corresponds to the fourth original subspace. Due to the ISA procedure, the original feature space has been normalized and converted into the new space, so the four original subspaces are similar to the four subspaces found by MISC, but not identical. The relative position of each cluster in the new subspace is still the same as before, but the new subspaces are rotated and stretched because ICA tries to find subspaces which are linear combinations of the original ones. For each subspace, we use KGSNMF to cluster the data. KGSNMF correctly identifies the clusters for the first, third, and fourth views; the second one is approximately close to the original one. Since KGSNMF accounts for the intrinsic geometric structure and for non-linearly separable clusters, it obtain good clustering results on both non-linearly separable and spherical clusters.

The second and third synthetic datasets are collected from the Fundamental Clustering Problem Suite (FCPS)\(^3\). We use them to investigate whether KGSNMF achieves a better clustering performance than SNMF. Atom, the second synthetic dataset, consists of 800 samples with two features. It contains three clusters with different variance and inner-cluster distance as shown in Fig. 3. We choose a Gaussian kernel and set $\lambda = 10$ for KGSNMF and GSNMF as before. The clustering results on Atom are plotted in Fig. 2, and we can see that both KSNMF and KGSNMF correctly separate the two clusters, while $k$-means, SNMF, and GSNMF do not. This is because the introduced kernel function could map the nonlinearly separable space to a high-dimensional linearly separable space. The clustering results for Lsun are shown in Fig. 3. $k$-means, SNMF, GSNMF, and KSNMF do not cluster the data very well. $k$-means, SNMF, and GSNMF are all influenced by the distribution of the clusters at the bottom. KSNMF can mitigate the impact, but it still cannot perfectly separate the clusters, whereas KGSNMF can do the job correctly. Overall, KSNMF achieves good clustering results especially on non-linearly separable clusters, such as on Atom. The impact of different structures could be alleviated to some extent on both linearly and non-linearly separable data. The embedded graph regularized term can better represent the details of the intrinsic geometry of the data; as such KGSNMF obtains better clustering results than KSNMF.

---

\(^3\)http://www.uni-marburg.de/fb12/datenbionik/downloads/FCPS
Experiments on real-world datasets
We test MISC on four real-world datasets wildly used for multiple clustering, including a color image dataset, two gray image datasets, and a text dataset.

- **Amsterdam Library of Object Images dataset.** The ALOI dataset\(^3\) consists of images of 1000 common objects taken from different angles and under various illumination conditions. We have chosen four objects: green box, red box, tennis ball, and red ball, with different colors and shapes from different viewing directions for a total of 288 images (Fig. 4). Following the preprocessing in (Dalal and Triggs 2005), we extracted 840 features\(^4\) and further applied Principle Component Analysis (PCA) to reduce the number of features to 49, which retain more than 90% variance of the original data.

- **Dancing Stick Figures dataset.** The DSF dataset (Günnemann et al. 2014) consists of 900 samples of 20 × 20 images with random noise across nine stick figures. (Fig. 5). The nine raw stick figures are obtained by arranging in three different positions the upper and lower body; this provides two views for the dataset. As for the ALOI, we also applied PCA, and retained more than 90% of the data’s variance as preprocessing.

- **CMUface dataset.** The CMUface dataset\(^5\) contains 640 grey 32 × 20 images of 20 individuals with varying poses (up, straight, right, and left). As such, it can be clustered either by identity or by pose. Again, we apply PCA to reduce the dimensionality while retaining more than 90% of the data’s variance.

- **WebKB dataset** The WebKB dataset\(^6\) contains html documents from four universities: Cornell University; University of Texas, Austin; University of Washington; and University of Wisconsin, Madison. The pages are additionally labeled as being from 4 categories: course, faculty, project, and student. We preprocessed the data by removing rare words, stop words, and words with a small variance, retaining 1041 samples and 456 words.

We compare MISC with MetaC, MSC, OSC, COALA, De-kmeans, ADFT, MNMF, mSC, NBMC, and NBMC-OFV (all methods are discussed in the related work section). The input parameters of these algorithms were set or optimized as suggested by the authors. We also set the number of subspaces as 2 and the number of clusters as that of true labels of CMUface and WebKB datasets, respectively.

We visualize the clustering results of MISC for the first three image datasets in Figs. 6-8, and use the widely-known F1-measure (F1) and normalized mutual information (NMI) to evaluate the quality of the clusterings. Since we don’t know which view the clustering corresponds to, we compare each clustering with the true label under each view, and finally compute the confusion matrix and report the results (average of ten independent repetitions) in Table 1.

![Figure 6: ALOI dataset: Mean images of the clusters in two subspaces detected by MISC from the perspective of shape (a) and color (b).](image1)

![Figure 7: DSF dataset: Mean images of the clusters in two subspaces detected by MISC from the perspective of the upper-body (a) and lower-body (b).](image2)

![Figure 8: The mean image of the clusters of two clusterings in two subspaces of CMUface detected by MISC from the perspective of identity (a) and pose (b).](image3)
represents the clustering according to ‘identity’ (Fig. 8(a)) and the other according to ‘pose’ (Fig. 8(b)). All the figures confirm that MISC is capable of finding meaningful clusterings embedded in the respective subspaces.

MISC gives the best results across both evaluation metrics on each view for ALOI and DSF. Although the competitive algorithms can also find two different clusterings on these two datasets, the corresponding F1 and NMI values are smaller (by at least 20%) than those of MISC. The reason is that MISC first uses ISA to convert the full feature space into two independent subspaces, and then clusters the data in each subspace. In contrast, De-k-means and MNMF find two clusterings in the full feature space, and don’t perform well when the actual clusterings are embedded in subspaces. In addition, although ADFT and OSC do explore the second clustering with respect to a feature weighted subspace or a feature-transformed subspace, this clustering is still affected by the reference one, which is computed in the full-space. In contrast, the second clustering explored by MISC is independent from the first one, and has a meaningful interpretation.

MISC does not perfectly identify the two given clusterings for the CMUface and WebKB datasets. Nevertheless, it can still distinguish the two different views on each dataset. It’s possible that these different views embedded in subspaces share some common features and are not completely independent; as such, the two subspaces found by MISC do not quite correspond to the original views. The other methods (De-k-means, ADFT, and MNMF) cannot well identify the two views, because both C1 and C2 are close to the ‘identity’ clustering and far away from the ‘pose’ one. Compared to MISC, De-k-means finds multiple clusterings in the full space; as such, it cannot discover clusters embedded in subspaces. MNMF, ADFT, and OSC find multiple clusterings sequentially, thus subsequent ones depend on the formerly found ones. NBMC-OVF achieves the best results on CMUface and WebKB. The reason is that NBMC-OVF can discover multiple partially overlapping views, whereas the other algorithms cannot.

In summary, the advantages of MISC can be attributed to the explored multiple independent subspaces and to the kernel graph regularized semi-nonnegative matrix factorization.
which contribute to the finding of low-redundant clusterings of high-quality.

**Conclusion**

In this paper, we study how to find multiple clusterings from data, and present an approach called MISC. MISC assumes that diverse clusterings may be embedded in different subspaces. It first uses independent component analysis to explore statistical independent subspaces, and it determines the number of subspaces and the number of clusters in each subspace. Next, it introduces a kernel graph regularized semi-nonnegative matrix factorization method to find linear and non-linear separable clusters in the subspaces. Experimental results on synthetic and real-world data demonstrate that MISC can identify meaningful alternative clusterings, and it also outperforms state-of-the-art multiple clustering methods. In the future, we plan to investigate solutions to find alternative clusterings embedded in overlapping subspaces. The code for MISC is available at http://mlda.swu.edu.cn/codes.php?name=MISC.
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