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Abstract

Nowadays, multivariate time series data are increasingly collected in various real world systems, e.g., power plants, wearable devices, etc. Anomaly detection and diagnosis in multivariate time series refer to identifying abnormal status in certain time steps and pinpointing the root causes. Building such a system, however, is challenging since it not only requires to capture the temporal dependency in each time series, but also need encode the inter-correlations between different pairs of time series. In addition, the system should be robust to noise and provide operators with different levels of anomaly scores based upon the severity of different incidents. Despite the fact that a number of unsupervised anomaly detection algorithms have been developed, few of them can jointly address these challenges. In this paper, we propose a Multi-Scale Convolutional Recurrent Encoder-Decoder (MSCRED), to perform anomaly detection and diagnosis in multivariate time series data. Specifically, MSCRED first constructs multi-scale (resolution) signature matrices to characterize multiple levels of the system statuses in different time steps. Subsequently, given the signature matrices, a convolutional encoder is employed to encode the inter-sensor (time series) correlations and an attention based Convolutional Long-Short Term Memory (ConvLSTM) network is developed to capture the temporal patterns. Finally, based upon the feature maps which encode the inter-sensor correlations and temporal information, a convolutional decoder is used to reconstruct the input signature matrices and the residual signature matrices are further utilized to detect and diagnose anomalies. Extensive empirical studies based on a synthetic dataset and a real power plant dataset demonstrate that MSCRED can outperform state-of-the-art baseline methods.

Introduction

Complex systems are ubiquitous in modern manufacturing industry and information services. Monitoring the behaviors of these systems generates a substantial amount of multivariate time series data, such as the readings of the networked sensors (e.g., temperature and pressure) distributed in a power plant or the connected components (e.g., CPU usage and disk I/O) in an Information Technology (IT) system. A critical task in managing these systems is to detect anomalies in certain time steps such that the operators can take further actions to resolve underlying issues. For instance, an anomaly score can be produced based on the sensor data and it can be used as an indicator of power plant failure (Len, Vittal, and Manimaran 2007). An accurate detection is crucial to avoid serious financial and business losses as it has been reported that 1 minute downtime of an automotive manufacturing plant may cost up to 20,000 US dollars (Djurdjanovic, Lee, and Ni 2003). In addition, pinpointing the root causes, i.e., identifying which sensors (system components) are causes to an anomaly, can help the system operator perform system diagnosis and repair in a timely manner. In real world applications, it is common that a short term anomaly caused by temporal turbulence or system status switch may not eventually lead to a true system failure due to the auto-recovery capability and robustness of modern systems. Therefore, it would be ideal if an anomaly detection algorithm can provide operators with different levels of anomaly scores based upon the severity of various incidents. For simplicity, we assume that the severity of an incident is proportional to the duration of an anomaly in this work. Figure 1(a) illustrates two anomalies, i.e., $A_1$ and $A_2$ marked by red dash circle, in multivariate time series data. The root causes are yellow and black time series, respectively. The duration (severity level) of $A_2$ is larger than $A_1$.

To build a system which can automatically detect and di-
agnose anomalies, one main problem is that few or even no anomaly label is available in the historical data, which makes the supervised algorithms (Görnitz et al. 2013) infeasible. In the past few years, a substantial amount of unsupervised anomaly detection methods have been developed. The most prominent techniques include distance/clustering methods (He, Xu, and Deng 2003; Hautamäki, Kärkkäinen, and Fraïti 2004), probabilistic methods (Chandola, Banerjee, and Kumar 2009), density estimation methods (Maneitz and Yousef 2001), temporal prediction approaches (Chen et al. 2008; Günneemann, Günneemann, and Faloutsos 2014), and the more recent deep learning techniques (Qin et al. 2017; Zhou and Paffenroth 2017; Wu et al. 2018; Zong et al. 2018). Despite the intrinsic unsupervised setting, most of them may still not be able to detect anomalies effectively due to the following reasons:

- There exists temporal dependency in multivariate time series data. Due to this reason, distance/clustering methods, e.g., k-Nearest Neighbor (kNN) (Hautamäki, Kärkkäinen, and Fraïti 2004), classification methods, e.g., One-Class SVM (Maneitz and Yousef 2001), and density estimation methods, e.g., Deep Autoencoding Gaussian Mixture Model (DAGMM) (Zong et al. 2018), may not perform well since they cannot capture temporal dependencies across different time steps.
- Multivariate time series data usually contain noise in real world applications. When the noise becomes relatively severe, it may affect the generalization capability of temporal prediction models, e.g., Autoregressive Moving Average (ARMA) (Brockwell and Davis 2013) and LSTM encoder-decoder (Qin et al. 2017), and increase the false positive detections.
- In real world application, it is meaningful to provide operators with different levels of anomaly scores based upon the severity of different incidents. The existing methods for root cause analysis, e.g., Ranking Causal Anomalies (RCA) (Cheng et al. 2016), are sensitive to noise and cannot handle this issue.

In this paper, we propose a Multi-Scale Convolutional Recurrent Encoder-Decoder (MSCRED) to jointly consider the aforementioned issues. Specifically, MSCRED first constructs multi-scale (resolution) signature matrices to characterize multiple levels of the system statuses across different time steps. In particular, different levels of the system statuses are used to indicate the severity of different abnormal incidents. Subsequently, given the signature matrices, a convolutional encoder is employed to encode the inter-sensor (time series) correlations patterns and an attention based Convolutional Long-Short Term Memory (ConvLSTM) network is developed to capture the temporal patterns. Finally, with the feature maps which encode the inter-sensor correlations and temporal information, a convolutional decoder is used to reconstruct the signature matrices and the residual signature matrices are further utilized to detect and diagnose anomalies. The intuition is that MSCRED may not reconstruct the signature matrices well if it never observes similar system statuses before. For example, Figure 1(b) shows two signature matrices $M_{\text{normal}}$ and $M_{\text{abnormal}}$ during normal and abnormal periods. Ideally, MSCRED cannot reconstruct $M_{\text{abnormal}}$ well as training matrices (e.g., $M_{\text{normal}}$) are distinct from $M_{\text{abnormal}}$. To summarize, the main contributions of our work are:

- We formulate the anomaly detection and diagnosis problem as three underlying tasks, i.e., anomaly detection, root cause identification, and anomaly severity (duration) interpretation. Unlike previous studies which investigate each problem independently, we address these issues jointly.
- We introduce the concept of system signature matrix, develop MSCRED to encode the inter-sensor correlations via a convolutional encoder, incorporate temporal patterns with attention based ConvLSTM networks, and reconstruct signature matrix via a convolutional decoder. As far as we know, MSCRED is the first model that considers correlations among multivariate time series for anomaly detection and can jointly resolve all the three tasks.
- We conduct extensive empirical studies on a synthetic dataset as well as a power plant dataset. Our results demonstrate the superior performance of MSCRED over state-of-the-art baseline methods.

**Related Work**

Unsupervised anomaly detection on multivariate time series data is a challenging task and various types of approaches have been developed in the past few years.

One traditional type is the distance methods (Hautamäki, Kärkkäinen, and Fraïti 2004). For instance, the $k$-Nearest Neighbor (kNN) algorithm (Hautamäki, Kärkkäinen, and Fraïti 2004) computes the anomaly score of each data sample based on the average distance to its $k$ nearest neighbors. Similarly, the clustering models (He, Xu, and Deng 2003) cluster different data samples and find anomalies via a predefined outlierness score. In addition, the classification methods, e.g., One-Class SVM (Maneitz and Yousef 2001), models the density distribution of training data and classifies new data as normal or abnormal. Although these methods have demonstrated their effectiveness in various applications, they may not work well on multivariate time series since they cannot capture the temporal dependencies appropriately. To address this issue, temporal prediction methods, e.g., Autoregressive Moving Average (ARMA) (Brockwell and Davis 2013) and its variants, have been used to model temporal dependency and perform anomaly detection. However, these models are sensitive to noise and thus may increase false positive results when noise is severe. Other traditional methods include correlation methods (Kriegel et al. 2012), ensemble methods (Lazarevic and Kumar 2005), etc.

Besides traditional methods, deep learning based unsupervised anomaly detection algorithms (Zhou and Paffenroth 2017; Zong et al. 2018) have gained a lot attention recently. For instance, Deep Autoencoding Gaussian Mixture Model (DAGMM) (Zong et al. 2018) jointly considers deep autoencoder and Gaussian mixture model to model density distribution of multi-dimensional data. LSTM encoder-decoder (Qin et al. 2017) models time series temporal dependency by LSTM networks and achieves better generalization capa-
bility than traditional methods. Despite their effectiveness, they cannot jointly consider the temporal dependency, noise resistance, and the interpretation of severity of anomalies.

In addition, our model design is inspired by fully convolutional neural networks (Long, Shelhamer, and Darrell 2015), convolutional LSTM networks (Shi et al. 2015), and attention technique (Bahdanau, Cho, and Bengio 2014). This paper is also related to other time series applications such as classification (Karim et al. 2018), segmentation (Lemire 2007), and so on.

**MSCRED Framework**

In this section, we first introduce the problem we aim to study and then we elaborate the proposed Multi-Scale Convolutional Recurrent Encoder-Decoder (MSCRED) in detail. Specifically, we first show how to generate multi-scale (resolution) system signature matrices. Then, we encode the spatial information in signature matrices via a convolutional encoder and model the temporal information via an attention based ConvLSTM. Finally, we reconstruct signature matrices based upon a convolutional decoder and use a square loss to perform end-to-end learning.

**Problem Statement**

Given the historical data of \( n \) time series with length \( T \), i.e., \( X = (x_1, \ldots, x_n)^T \in \mathbb{R}^{n \times T} \), and assuming that there exists no anomaly in the data, we aim to achieve two goals:

- **Anomaly detection**, i.e., detecting anomaly events at certain time steps after \( T \).
- **Anomaly diagnosis**, i.e., given the detection results, identifying the abnormal time series that are most likely to be the causes of each anomaly and interpreting the anomaly severity (duration scale) qualitatively.

**Characterizing Status with Signature Matrices**

The previous studies (Hallac et al. 2017; Song et al. 2018) suggest that the correlations between different pairs of time series are critical to characterize the system status. To represent the inter-correlations between different pairs of time series in a multivariate time series segment from \( t - w \) to \( t \), we construct an \( n \times n \) signature matrix \( M^t \) based upon the pairwise inner-product of two time series within this segment. Two examples of signature matrices are shown in Figure 1(b). Specifically, given two time series \( x_i^w = (x_{i1}, x_{i2}, \ldots, x_{in}) \) and \( x_j^w = (x_{j1}, x_{j2}, \ldots, x_{jn}) \) in a multivariate time series segment \( X^w \), their correlation \( m_{ij}^t \in M^t \) is calculated with:

\[
m_{ij}^t = \frac{\sum_{\delta=0}^{w} x_{i,\delta} \cdot x_{j,\delta}}{\kappa}
\]

(1)

where \( \kappa \) is a rescale factor (\( \kappa = w \)). The signature matrix, i.e., \( M^t \), not only can capture the shape similarities and value scale correlations between two time series, but also is robust to input noise as the turbulence at certain time series has little impact on the signature matrices. In this work, the interval between two segments is set as 10. In addition, to characterize system status at different scales, we construct \( s = 3 \) signature matrices with different lengths (\( w = 10, 30, 60 \)) at each time step.

**Convolutional Encoder**

We employ a fully convolutional encoder (Long, Shelhamer, and Darrell 2015) to encode the spatial patterns of system signature matrices. Specifically, we concatenate \( M^t \) at different scales as a tensor \( \lambda^{t,0} \in \mathbb{R}^{n \times n \times s} \), and then feed it to a number of convolutional layers. Assuming that \( \lambda^{t,l-1} \in \mathbb{R}^{n_{l-1} \times n_{l-1} \times d_{l-1}} \) denotes the feature maps in the \((l-1)\)-th layer, the output of \( l\)-th layer is given by:

\[
\lambda^{t,l} = f(W_l \ast \lambda^{t,l-1} + b_l)
\]

(2)

where \( \ast \) denotes the convolutional operation, \( f(\cdot) \) is the activation function, \( W_l \in \mathbb{R}^{k_l \times k_l \times d_{l-1} \times d_l} \) denotes \( d_l \) convolutional kernels of size \( k_l \times k_l \times d_{l-1} \), \( b_l \in \mathbb{R}^{d_l} \) is a bias term, and \( \lambda^{t,l} \in \mathbb{R}^{n_l \times n_l \times d_l} \) denotes the output feature map at \( l\)-th layer. In this work, we used Scaled Exponential Linear Unit (SELU) as the activation function and \( 4 \) convolutional layers, i.e., Conv1-Conv4 with 32 kernels of size \( 3 \times 3 \times 3 \), 64 kernels of size \( 3 \times 3 \times 32 \), 128 kernels of size \( 2 \times 2 \times 64 \), and 256 kernels of size \( 2 \times 2 \times 128 \), as well as \( 1 \times 1 \), \( 2 \times 2 \), \( 2 \times 2 \), and \( 2 \times 2 \) strides, respectively. Note that the exact order of the time series based on which the signature matrices are formed is not important, because for any given permutation, the resulting local patterns can be captured by the convolutional encoder. Figure 2(a) illustrates the detailed encoding process of signature matrices.

**Attention based ConvLSTM**

The spatial feature maps generated by convolutional encoder is temporally dependent on previous time steps. Although ConvLSTM (Shi et al. 2015) has been developed to capture the temporal information in a video sequence, its performance may deteriorate as the length of sequence increases. To address this issue, we develop an attention based ConvLSTM which can adaptively select relevant hidden states (feature maps) across different time steps. Specifically, given the feature maps \( \lambda^{t,l} \) from the \( l\)-th convolutional layer and previous hidden state \( \vec{H}^{t-1,l} \in \mathbb{R}^{n_l \times n_l \times d_l} \), the current hidden state \( \vec{H}^{t,l} \) is updated with \( \vec{H}^{t,l} = \text{ConvLSTM}(\lambda^{t,l}, \vec{H}^{t-1,l}) \), where the ConvLSTM cell (Shi et al. 2015) is formulated as:

\[
\begin{align*}
\vec{z}^{t,l} &= \sigma(W_{XZ} \ast \lambda^{t,l} + W_{HZ} \ast \vec{H}^{t,l} + \vec{W}_{CZ} \circ \vec{C}^{t-1,l} + \vec{b}_Z) \\
\vec{r}^{t,l} &= \sigma(W_{XR} \ast \lambda^{t,l} + W_{HR} \ast \vec{H}^{t,l} + \vec{W}_{CR} \circ \vec{C}^{t-1,l} + \vec{b}_R) \\
\vec{C}^{t,l} &= \tanh(W_{XC} \ast \lambda^{t,l} + W_{HC} \ast \vec{H}^{t,l} + \vec{W}_{CC} \circ \vec{C}^{t-1,l} + \vec{b}_C) \\
\vec{o}^{t,l} &= \sigma(W_{XO} \ast \lambda^{t,l} + W_{HO} \ast \vec{H}^{t,l} + \vec{W}_{CO} \circ \vec{C}^{t,l} + \vec{b}_O) \\
\vec{H}^{t,l} &= \vec{o}^{t,l} \circ \tanh(\vec{C}^{t,l})
\end{align*}
\]

(3)

where \( \ast \) denotes the convolutional operator, \( \circ \) represents Hadamard product, \( \sigma \) is the sigmoid function, \( W_{XZ}, W_{HZ} ; W_{XR}, W_{HR} ; W_{XC}, W_{HC} ; W_{XO}, W_{HO} ; W_{CO} \in \mathbb{R}^{k_l \times k_l \times d_l \times d_l} \) are \( d_l \) convolutional kernels of size \( k_l \times k_l \times d_l \) and \( \vec{b}_Z, \vec{b}_R, \vec{b}_C, \vec{b}_O \in \mathbb{R}^{d_l} \) are bias parameters of the \( l\)-th layer ConvLSTM. In our work, we
Figure 2: Framework of the proposed model: (a) Signature matrices encoding via fully convolutional neural networks. (b) Temporal patterns modeling by attention based convolutional LSTM networks. (c) Signature matrices decoding via deconvolutional neural networks. (d) Loss function.

Convolutional Decoder

To decode the feature maps obtained in previous step and get the reconstructed signature matrices, we design a convolutional decoder which is formulated as:

$$\hat{X}_n^{l-1} = \begin{cases} f\left(\hat{W}_l \odot \hat{H}_n^{l,1} + \hat{b}_l^{1,1}\right), & l = 4 \\ f\left(\hat{W}_l \odot \hat{H}_n^{l,1} \oplus \hat{X}_n^{l-1} + \hat{b}_l^{1,1}\right), & l = 3, 2, 1 \end{cases}$$

where $\odot$ denotes the deconvolution operation, $\oplus$ is the concatenation operation, $f(\cdot)$ is the activation unit (same as the encoder), $\hat{W}_l \in \mathbb{R}^{k_l \times k_l \times d_l \times d_{l-1}}$ and $\hat{b}_l \in \mathbb{R}^{d_l}$ are filter kernel and bias parameter of $l$-th deconvolutional layer. Specifically, we follow the reverse order and feed $\hat{H}_n^{l,1}$ of $l$-th ConvLSTM layer to a deconvolutional neural network. The output feature map $\hat{X}_n^{l-1} \in \mathbb{R}^{n_l-1 \times n_{l-1} \times d_{l-1}}$ is concatenated with the output of previous ConvLSTM layer, making the decoder process stacked. The concatenated representation is further fed into the next deconvolutional layer. The final output $\hat{X}_n^{l,1} \in \mathbb{R}^{n \times n \times s}$ (with the same size of the input matrices) denotes the representations of reconstructed signature matrices. As a result, we use 4 deconvolutional layers: DeConv4-DeConv1 with 128 kernels of size $2 \times 2 \times 256$, 64 kernels of size $2 \times 2 \times 128$, 32 kernels of size $3 \times 3 \times 64$, and 3 kernels of size $3 \times 3 \times 64$ filters, as well as $2 \times 2$, $2 \times 2$, and $1 \times 1$ strides, respectively. The decoder is able to incorporate feature maps at different deconvolutional and ConvLSTM layers, which is effective to improve anomaly.
detection performance, as we will demonstrate in the experiment. Figure 2(c) illustrates the decoding procedure.

Loss Function
For MSCRED, the objective is defined as the reconstruction errors over the signature matrices, i.e.,

$$L_{MSCRED} = \sum_{t} \sum_{t'=1}^{n} \left\| \hat{X}_{t,t'}^{i} - X_{t,t'}^{i} \right\|_F^2$$  \hspace{1cm} (6)

where $X_{t,t'}^{i} \in \mathbb{R}^{n \times n}$. We employ mini-batch stochastic gradient descent method together with the Adam optimizer (Kingma and Ba 2014) to minimize the above loss. After sufficient number of training epochs, the learned neural network parameters are utilized to infer the reconstructed signature matrices of validation and test data. Finally, we perform anomaly detection and diagnosis based on the residual signature matrices, which will be elaborated in the next section.

Experiments
In this section, we conduct extensive experiments to answer the following research questions:

- **Anomaly detection.** Whether MSCRED can outperform baseline methods for anomaly detection in multivariate time series (RQ1)? How does each component of MSCRED affect its performance (RQ2)?
- **Anomaly diagnosis.** Whether MSCRED can perform root cause identification (RQ3) and anomaly severity (duration) interpretation (RQ4) effectively?
- **Robustness to noise.** Compared with baseline methods, whether MSCRED is more robust to input noise (RQ5)?

Experimental Setup

Data. We use a synthetic dataset and a real world power plant dataset for empirical studies. The detailed statistics and settings of these two datasets are shown in Table 1.

(Synthetic data) Each time series is formulated as:

$$S(t) = \begin{cases} \sin \left( \frac{(t-t_0)}{C_1} \right) + \frac{\lambda}{C_3} \epsilon, & s_{\text{rand}} = 0 \\ \cos \left( \frac{(t-t_0)}{C_2} \right) + \frac{\lambda}{C_3} \epsilon, & s_{\text{rand}} = 1 \end{cases}$$  \hspace{1cm} (7)

where $s_{\text{rand}}$ is a 0 or 1 random seed. The above formula captures three attributes of multivariate time series: (a) trigonometric function (C1) simulates temporal patterns; (b) time delay $t_0 \in [50, 100]$ and frequency $\omega \in [40, 50]$ (C2) simulates various periodic cycles; (c) random Gaussian noise $\epsilon \sim \mathcal{N}(0, 1)$ scaled by factor $\lambda = 0.3$ (C3) simulates data noise as well as various shapes. In addition, two sinusoidal waves have high correlation if their frequencies are similar and they are almost in-phase. By randomly selecting frequency and phase of each time series, we expect some pairs to have high correlations while some have low correlations. We randomly generate 30 time series and each includes 20,000 points. Besides, 5 shock wave like anomalies (with similar value range of normal data, as the examples in

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Synthetic</th>
<th>Power Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td># time series</td>
<td>30</td>
<td>36</td>
</tr>
<tr>
<td># points</td>
<td>20,000</td>
<td>23,040</td>
</tr>
<tr>
<td># anomalies</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td># root causes</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>train period</td>
<td>0 $\sim$ 8,000</td>
<td>0 $\sim$ 10,080</td>
</tr>
<tr>
<td>valid period</td>
<td>8,001 $\sim$ 10,000</td>
<td>10,081 $\sim$ 18,720</td>
</tr>
<tr>
<td>test period</td>
<td>10,001 $\sim$ 20,000</td>
<td>18,721 $\sim$ 23,040</td>
</tr>
</tbody>
</table>

Figure 1(a)) are randomly injected into 3 random time series (root causes) during test period. The duration of each anomaly belongs to one of the three scales, i.e., 30, 60, 90.

(Power plant data) This dataset was collected on a real power plant. It contains 36 time series generated by sensors distributed in the power plant system. It has 23,040 time steps and contains one anomaly identified by the system operator. Besides, we randomly inject 4 additional anomalies (similar to what we did in the synthetic data) into the test period for thorough evaluation.

Baseline methods. We compare MSCRED with eight baseline methods of four categories, i.e., classification model, density estimation model, temporal prediction model, and variants of MSCRED.

- **Classification model.** It learns a decision function and classifies test data as similar or dissimilar to the training set. We use One-Class SVM model (OC-SVM) (Maneitzov and Youssef 2001) for comparison.
- **Density estimation model.** It models data density for outlier detection. We use Deep Autoencoding Gaussian Mixture model (DAGMM) (Zong et al. 2018) and take the energy score (Zong et al. 2018) as the anomaly score.
- **Prediction model.** It models the temporal dependencies of training data and predicts the value of test data. We employ three methods: History Average (HA), Auto-Regression Moving Average (ARMA) (Brockwell and Davis 2013) and LSTM encoder-decoder (LSTM-ED) (Bahdanau, Cho, and Bengio 2014). The anomaly score is defined as the average prediction error over all time series.
- **MSCRED variants.** Besides the above baseline methods, we consider three variants of MSCRED to justify the effectiveness of each component: (1) CNN$^{ED(4)}$ConvLSTM is MSCRED with attention module and first three ConvLSTM layers been removed. (2) CNN$^{ED(3.4)}$ConvLSTM is MSCRED with attention module and first two ConvLSTM layers been removed. (3) CNN$^{ED}$ConvLSTM is MSCRED with attention module been removed.

We employ Tensorflow to implement MSCRED and its variants, and train them on a server with Intel(R) Xeon(R) CPU E5-2637 v4 3.50GHz and 4 NVIDIA GTX 1080 Ti graphics cards. The parameter settings of MSCRED are described in the model section. In addition, the anomaly score is defined as the number of poorly reconstructed pairwise correlations.
In other words, the number of elements whose value is larger than a given threshold $\theta$ in the residual signature matrices and $\theta$ is determined empirically over different datasets.

**Evaluation metrics.** We use three metrics, i.e., **Precision**, **Recall**, and **F1 Score**, to evaluate the anomaly detection performance of each method. To detect anomaly, we follow the suggestion of a domain expert by setting a threshold $\tau = \beta \cdot \max \left\{ s(t)_{\text{valid}} \right\}$, where $s(t)_{\text{valid}}$ are the anomaly scores over the validation period and $\beta \in [1, 2]$ is set to maximize the F1 Score over the validation period. Recall and Precision scores over the test period are computed based on this threshold. Experiments on both datasets are repeated 5 times and the average results are reported for comparison. Note that the output of MSCRED contains three channel of residual signature matrices w.r.t. different segment lengths. We use the smallest one ($w = 10$) for the following anomaly detection and root cause identification evaluation. The performance comparison of three channel results will also be provided for anomaly severity interpretation.

**Performance Evaluation**

**Anomaly detection result (RQ1, RQ2).** The performance of different methods for anomaly detection are reported in Table 2, where the best scores are highlighted in bold-face and the best baseline scores are indicated by underline. The last row reports the improvement (%) of MSCRED over the best baseline method.

(RQ1: comparison with baselines) In Table 2, we observe that (a) temporal prediction models perform better than classification and density estimation models, indicating both datasets have temporal dependency; (b) LSTM-ED has better performance than ARMA, showing deep learning model can capture more complex relationship in the data than traditional method; (c) MSCRED performs best on all settings. The improvements over the best baseline range from 13.3% to 30.0%. In other words, MSCRED is much better than baseline methods as it can model both inter-sensor correlations and temporal patterns of multivariate time series effectively.

In order to show the comparison in detail, Figure 3 provides case study of MSCRED and two best baseline methods, i.e., ARMA and LSTM-ED, for both datasets. We can observe that the anomaly score of LSTM-ED is not stable and the results contain many false positives and false negatives. Meanwhile, the anomaly score of LSTM-ED is smoother than ARMA while still contains several false positives and false negatives. MSCRED can detect all anomalies without any false positive and false negative.

To demonstrate a more convincing evaluation, we do experiment on another synthetic data with 10 anomalies (it is easy to generate larger data with more anomalies). The average recall and precision scores (5 repeated experiments) of MSCRED are (0.84, 0.95) while the values of LSTM-ED are (0.64, 0.87). In addition, we do experiment on another large power plant data which has 920 sensors and 11 labeled anomalies. The recall and precision scores of MSCRED are (7/11, 7/13) while the values of LSTM-ED are (5/11, 5/17). All evaluation results show the effectiveness of our model.

(RQ2: comparison with model variants) In Table 2, we also observe that by increasing the number of ConvLSTM layers, the performance of MSCRED improves. Specifically, CNNED$_{\text{ConvLSTM}}$ outperforms CNNED(3,4) and the performance of CNNED$_{\text{ConvLSTM}}$ is superior than CNNED(3,4), indicating the effectiveness of ConvLSTM layers and stacked decoding process for model refinement. We also observe that CNNED$_{\text{ConvLSTM}}$ is worse than MSCRED, suggesting that attention based ConvLSTM can further improve anomaly detection performance.

To further demonstrate the effectiveness of attention module, Figure 4 reports the average distribution of attention weights over 5 previous timesteps at the last two ConvLSTM layers. The results are obtained using the power plant data. We compute the average attention weights distribution for segments in the normal periods and that for segments in the abnormal periods separately. Note that in the latter distribution, the older timesteps (step 1 or 2), which tend to still be normal and therefore in a different system status.
than the current timestep (step 5), are assigned lower weights than in the distribution for normal segments. In other words, the attention modules show high sensitivity to system status change and thus is beneficial for anomaly detection.

**Root cause identification result (RQ3).** As one of the anomaly diagnosis tasks, root cause identification depends on good anomaly detection performance. Therefore, we compare the performances of MSCRED and the best baseline, i.e., LSTM-ED. Specifically, for LSTM-ED, we use the prediction error of each time series to represent its anomaly score of this series. The same value of MSCRED is defined as the number of poorly reconstructed pairwise correlations in a specific row/column of residual signature matrices as each row/column denotes a time series. For each anomaly event, we rank all time series by their anomaly scores and identify the top-$k$ series as the root causes. Figure 5 shows the average recall@$k$ ($k = 3$) in 5 repeated experiments. MSCRED outperforms LSTM-ED by a margin of 25.9% and 32.4% in the synthetic and power plant data, respectively.

**Anomaly severity (duration) interpretation (RQ4).** The signature matrices of MSCRED include $s$ channels ($s = 3$ in current experiments) that capture system status at different scales. To interpret anomaly severity, we first compute different anomaly scores based on the residual signature matrices of three channels, i.e., small, medium, and large with segment size $w = 10$, 30, and 60, respectively, and denote them as MSCRED(S), MSCRED(M), and MSCRED(L). Then, we independently evaluate their performances on three types of anomalies, i.e., short, medium, and long with the duration of 10, 30, and 60, respectively. The average recall scores over 5 repeated experiments on two datasets are reported in Figure 6. We can observe that MSCRED(S) is able to detect all types of anomalies and MSCRED(M) can detect both medium and long duration anomalies. On the contrary, MSCRED(L) can only detect the long duration anomaly. Accordingly, we can interpret the anomaly severity by jointly considering the three anomaly scores. The anomaly is more likely to be long duration if it can be detected in all three channels. Otherwise, it may be a short or medium duration anomaly. To better show the effectiveness of MSCRED, Figure 7 provides a case study of anomaly diagnosis in power plant data. In this case, MSCRED(S) detects all of 5 anomalies including 3 short, 1 medium and 1 long duration anomalies. MSCRED(M) misses two short duration anomalies and MSCRED(L) only detects the long duration anomaly. Moreover, four residual signature matrices of injected anomaly events show the
root causes identification results. We can accurately pinpoint more than half of the anomaly root causes (rows/columns highlighted by red rectangles) in this case.

Robustness to Noise (RQ5). The multivariate time series often contains noise in real world applications, thus it is important for an anomaly detection algorithm to be robust to input noise. To study the robustness of MSCRED for anomaly detection, we conduct experiments in different synthetic datasets by adding various noise factors $\lambda$ in Equation 7. Figure 8 shows the impact of $\lambda$ on the performance of MSCRED, ARMA, and LSTM-ED. Similar to previous evaluation, we compute Precision and Recall scores based on the optimized cutting threshold and the average values of 5 repeated experiments are reported for comparison. We can observe that MSCRED consistently outperforms ARMA and LSTM-ED when the scale of noise varies from 0.2 to 0.45. This suggests that, compared with ARMA and LSTM-ED, MSCRED is more robust to the input noise.

Conclusion

In this paper, we formulated anomaly detection and diagnosis problem, and developed an innovative model, i.e., MSCRED, to solve it. MSCRED employs multi-scale (resolution) system signature matrices to characterize the whole system status at different time segments and adopts a deep encoder-decoder framework to generate reconstructed signature matrices. The framework is able to model both inter-sensor correlations and temporal dependencies of multivariate time series. The residual signature matrices are further utilized to detect and diagnose anomalies. Extensive empirical studies on a synthetic dataset as well as a power plant dataset demonstrated that MSCRED can outperform state-of-the-art baseline methods.
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Figure 8: Impact of data noise on anomaly detection.