LLMGuard: Guarding against Unsafe LLM Behavior
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Abstract

Although the rise of Large Language Models (LLMs) in enterprise settings brings new opportunities and capabilities, it also brings challenges, such as the risk of generating inappropriate, biassed, or misleading content that violates regulations and has legal concerns. To alleviate this, we present "LLMGuard", a tool that monitors user interactions with an LLM application and flags content against specific behaviours or conversation topics. To do this robustly, LLMGuard employs an ensemble of detectors.

Introduction and Related Work

Large Language Models (LLMs) have risen in importance due to their remarkable performance across various NLP tasks, including text generation, translation, summarization, question-answering, and sentiment analysis (Muneer and Fati 2020; Goel et al. 2023; Kalyan, Rajasekharan, and Sangeetha 2021). LLMs serve as a general-purpose language task solver to some extent, and the research paradigm has been shifting towards using them (Zhao et al. 2023). With the advent of models such as PaLM (Chowdhery et al. 2022), GPT-3 (Brown et al. 2020) and GPT-4 (OpenAI 2023), LLMs have found increased use-cases in domains such as the medicine (Kitamura 2023), education (Peng et al. 2021), finance and entertainment (Dowling and Lucey 2023).

Despite their phenomenal success, LLMs often exhibit behaviours that make them unsafe in various enterprise settings. For instance, the text can contain confidential or personal information, such as telephone numbers, leading to privacy leaks (Kaddour 2023). Instances of bias have also been reported in LLM responses, raising ethical concerns when deploying them in various applications (Kaddour et al. 2023). (Viswanath and Zhang 2023) presents a comprehensive quantitative evaluation of different kinds of biases, such as race, gender, ethnicity, age, etc., exhibited by recent LLMs. Such risks raise concerns about the implications of the growing use of LLMs in different areas, from education to heritage to healthcare (Urman and Makhortykh 2023).

To address them, various techniques have been proposed to align LLMs with human preferences, such as RLHF, which finetune the model based on safety and helpfulness objectives (Touvron et al. 2023). Another approach focuses on red flagging and rectifying undesirable language behaviours (Perez et al. 2022). However, constant retraining is necessary in such techniques, making them prohibitive in many cases. A promising line of methods pursues post-processing to apply guardrails directly to the LLM outputs. This ensures they stay within specific parameters by validating user and LLM responses.

In this work, we propose a tool LLMGuard, which employs a library of detectors to post-process user questions and LLM responses. These detectors help flag undesirable inputs and responses such as Personal Identifiable Information (PII), bias, toxicity, violence, and blacklisted topics. Lastly, we provide a demo of how LLMGuard works on two recent LLMs: FLAN-T5 and GPT-2 (Chung et al. 2022; Radford et al. 2019), and show the effectiveness of our framework. A high-level architecture of our tool is shown in Figure 1.

Method: LLMGuard

This section describes our proposed tool called LLMGuard for detecting and preventing undesirable LLM behaviour. Broadly, LLMGuard works by passing every user prompt and every LLM response via an ensemble of detectors. If any of the detectors detect unsafe text, an automated message is sent back to the user instead of the LLM-generated response. We now describe the detectors we employ in our ensemble.

Library of Detectors

In LLMGuard, the ensemble consists of a library of detectors. It provides a modular framework for easily adding, modifying or removing the detectors within the ensemble. Each detector is an expert in detecting a specific unsafe behavior and operates independently of the other detectors. We now describe each of our 5 detectors in detail.

Racial Bias Detector This detector seeks to flag prejudiced or discriminatory content towards a particular race or community. We implement the detector using an LSTM (Hochreiter and Schmidhuber 1997). The detector was trained on the Twitter Texts Dataset (Go, Bhayani, and Huang 2009) comprising 27500 tweets. The detector obtains
an accuracy of 87.2% and an F1 score of 85.47% on the test set.

**Violence Detector** This detector seeks to flag the presence of threats and violence in an LLM-generated response. To implement this detector, we employ a simple count-based mapping to vectorise our text. An MLP is followed by a sigmoid layer to predict the probability of the presence of violence or threat in the text. The model was trained on the Jigsaw Toxicity Dataset 2021 (Wulczyn, Thain, and Dixon 2017) and achieved an accuracy of 86.4%.

**Blacklisted Topics** This detector seeks to flag the presence of sensitive or blacklisted topics. What topics to blacklist is provided by the user in a plug-and-play manner. In our current version, we consider Politics, Religion and Sports as blacklisted categories. To implement this detector, we fine-tune a BERT model (Devlin et al. 2019) on the 20-NewsGroup Dataset (Mitchell 1999) containing text about politics, religion and sports and their topic labels. The classifier for each blacklisted topic is independently trained such that one may easily enable or disable a certain topic. Our detector achieves an average accuracy of \( \approx 92\% \) for the classifiers corresponding to these topics.

**PII Detector** The detector seeks to flag Personal Identifiable Information (PII). Users often provide sensitive information to LLM, such as names, addresses, emails, IP addresses and phone numbers. We detect such content through regular expressions to identify specific PII and ensure that such information is not shared with the LLM. Our model achieves an NER F1-score of 85%.

**Toxicity Detector** This detector seeks to flag toxic content in the text input or the generated LLM output. To implement this, we use Detoxify (Hanu and Unitary team 2020), a model that can detect different types of toxicity like threats, severe toxicity, obscene text, identity-based hatred and insults. It generates a toxicity score using a BERT model. We consider samples with toxicity scores greater than 0.5 as undesirable. The model is trained on the Wikipedia Comments Dataset (Wulczyn, Thain, and Dixon 2017) and achieves a mean AUC score of 98.64% in the Toxic Comment Classification Challenge 2018 (cjadams 2017).

---

**Conclusion and Future Work**

We presented a set of guardrails that can be integrated with any LLM to flag interactions between the user and the LLM if any of the detectors detect an undesirable interaction.
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