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Abstract

With the abundance of learning resources available on massive open online courses (MOOCs) platforms, the issue of interactive data sparsity has emerged as a significant challenge. This paper introduces MRMLREC, an efficient MOOC video recommendation which consists of two main stages: multi-relational representation and multi-level recommendation, aiming to solve the problem of data sparsity. In the multi-relational representation stage, MRMLREC adopts a tripartite approach, constructing relational graphs based on temporal sequences, courses-videos relation, and knowledge concepts-video relation. These graphs are processed by a Graph Convolution Network (GCN) and two variant Graph Attention Networks (GAT) to derive representations. A variant of the Long Short-Term Memory Network (LSTM) then integrates these multi-dimensional data to enhance the overall representation. The multi-level recommendation stage introduces three prediction tasks at varying levels—courses, knowledge concepts, and videos—to mitigate data sparsity and improve the interpretability of video recommendations. Beam search (BS) is employed to identify top-\(\beta\) items at each level, refining the subsequent level’s search space and enhancing recommendation efficiency. Additionally, an optional layer offers both personalization and diversification modes, ensuring variety in recommended videos and maintaining learner engagement. Comprehensive experiments demonstrate the effectiveness of MRMLREC on two real-world instances from Xuetang X.

Introduction

As an emerging education mode, MOOCs platforms are developing rapidly, which provide universal access to a vast array of MOOC videos from prestigious universities worldwide. The challenge of efficiently assisting students in selecting the appropriate video within a limited timeframe remains a pressing issue that requires resolution.

The existing MOOC video recommendation is typically classified into two categories: (1) learning record-based recommendations, which utilize sequence recommendation methods to emphasize the significance of previous courses (Xia et al. 2021; Dang et al. 2023); (2) graph-based recommendations, which construct a heterogeneous information graph of learners, videos, and courses to obtain the preferences of learners (He et al. 2020; Xu et al. 2023). Although these methods are well-designed, they do not account for the short-term learning needs of learners during the learning process. Furthermore, they do not address the issue of the sparse interaction matrix, making it difficult to recommend the next learning videos.

In this paper, we propose a novel approach called MRMLREC, which utilizes a multi-layer mapping of multiple relationships. The method is divided into two stages: (1) multi-relational learner representation, which not only captures the representations under three relationships—courses, knowledge concepts, and temporal relationships—but also addresses the issue of data sparsity. (2) Multi-level recommendation, which integrates course and knowledge concept prediction tasks into the video recommendation task, performs the beam search considering only the joint probabilities of the top-\(\beta\) items at different levels to reduce the search space, and includes an optional layer balance for personalization and diversification. MRMLREC is an interpretable method with a small search space that can effectively handle data sparsity. Our experiments are conducted on real-world datasets, demonstrating the effectiveness of MRMLREC.

Method

Problem Formulation. Given \(|U|\) learners, \(|V|\) MOOC videos, \(|K|\) knowledge concepts and \(|C|\) courses, let \(U = \{u_1, u_2, ..., u_{|U|}\}\) be the set of learners, \(R = \{R_{u_1}, R_{u_2}, ..., R_{u_{|U|}}\}\) be the set of watching records for all learners. Each learner’s watching sequence \(R_{u_{m}} = \{(v_{i_1}, time_{i_1}), (v_{i_2}, time_{i_2}), ..., (v_{i_t}, time_{i_t})\}\) consists of consecutive video learning information, where \(v_{i_t}\) is the video watched in time \(t_i\), and \(time_{i_t}\) is the timestamp. As each learner’s sequence \(R_{u_{m}}\) is divided into several temporal-relational subgraphs \(G_{v_{i_t}}\) to capture the short-term learning interests of learners, each video has its own corresponding relationship with knowledge concepts and courses. A course-relational graph is defined as \(G_C = \{V_C, E_C\}\), where \(V_C = V\), and \(E_C\) denotes the association of videos containing the same course. A knowledge concept-relational graph is defined as \(G_K = \{V_K, E_K\}\), where \(V_K = V\), and \(E_K\) represents whether the knowledge concepts covered by different videos are similar. Each pair of videos \((v^K_i, v^K_j)\)
has a link if they have a Jaccard similarity \( \frac{|v^k \cap u^k|}{|v^k \cup u^k|} \) above 0.6. Our task is to predict the learner’s next learning video through his watching records, course-video correlation matrix and knowledge concept-video correlation matrix.

**Multi-relational representation.** We obtain the multi-relational representation from three graphs: temporal-relational subgraph \( G^t_i \), course-graph-relational \( G^C_i \) and knowledge concept-relational \( G^K_i \), by using GCN and two GAT respectively. Then, we use a variant LSTM layer to learn the dependencies between video learning sequences and jointly integrate these three-relational representations, with the embedding \( e_{t_i} \) of video as input:

\[
\begin{align*}
\text{id}_t := & \sigma(W_0 e_{t_i}+U_0 h_{t_i-1} + V_0 p_{t_i}^{G_C} + Z_0 p_{t_i}^{G_K} + Q_0 H_{t_i}^p + b_0) \\
\text{if}_t := & \sigma(W_1 e_{t_i}+U_1 h_{t_i-1} + V_1 p_{t_i}^{G_C} + Z_1 p_{t_i}^{G_K} + Q_1 H_{t_i}^p + b_1) \\
\text{ot}_t := & \sigma(W_2 e_{t_i}+U_2 h_{t_i-1} + V_2 p_{t_i}^{G_C} + Z_2 p_{t_i}^{G_K} + Q_2 H_{t_i}^p + b_2) \\
\text{ht}_t := & \text{tanh}(W_3 e_{t_i}+U_3 h_{t_i-1} + V_3 p_{t_i}^{G_C} + Z_3 p_{t_i}^{G_K} + Q_3 H_{t_i}^p + b_3)
\end{align*}
\]

where \( e_{t_i}, p_{t_i}^{G_C}, p_{t_i}^{G_K} \) and \( H_{t_i}^{G_i} \) are the representations of the video watched at time \( t_i \), \( G^C_i, G^K_i \) and \( G^t_i \) respectively. \( W_0, U_0, V_0, Q_0 \) are the weight matrices for \( e_{t_i}, h_{t_i-1}, p_{t_i}^{G_C}, p_{t_i}^{G_K} \) and \( H_{t_i}^{G_i} \) respectively. \( i_t, f_t, o_t \) are the input, forget and output gate respectively. \( b_0 \) is the bias. The current cell state \( c \) is applied to compute the output hidden multi-relational representation \( h_{t_i} \) of learner at time \( t_i \). Then, softmax normalization is performed to compute the conditional probability of the next video \( t_{k_{L^{video}}}^{video} \) in each level. Eq (5) is used to calculate \( t_{k_{L^{video}}}^{video} \) considering only top-K partial solutions. An optional layer is then incorporated to predict whether the learner has watched the next video. If this prediction is true, the personalization mode is employed, which recommends videos based on the learner’s representation. Otherwise, the diversification mode is used, which considers the joint probabilities \( P(L^{@C}, L^{@K}, v_{t_i} | v_{t_{i-1}}) \) of items at different levels obtained through BS to conform to the logical structure of the learning process.

**Experiment**

**Datasets & baselines.** We conduct experiments on two public real-world datasets on Xuetang X (https://www.xuetangx.com) MOOCs platform, namely Computer and MOOCCube. We compare MRMLREC with the following baselines: COTREC (Xia et al. 2021), lightGCN (He et al. 2020), TiCoSeRec (Dang et al. 2023), IntGNN(Xu et al. 2023).

**Performance Comparison.** Table 1 summarizes the results. MRMLREC outperforms baselines and draws two important conclusions: (1) Time intervals play a crucial role in recommendation with sparse data, and MRMLREC has improved significantly in handling this issue by effectively considering the impact of time intervals on learners’ interests. Our multi-relational learner representation extracts the learner’s short-term learning interests, which helps address this problem. (2) MRMLREC incorporates course and knowledge concept prediction tasks into the recommendation process to address data sparsity. This approach leads to more interpretable recommendations by leveraging the relationships between courses and knowledge concepts. These are two crucial reasons for the superior performance of MRMLREC over other baselines.

<table>
<thead>
<tr>
<th>Computer</th>
<th>MOOCCube</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR@10</td>
<td>NDCG@10</td>
</tr>
<tr>
<td>COTREC</td>
<td>0.0667</td>
</tr>
<tr>
<td>lightGCN</td>
<td>0.0366</td>
</tr>
<tr>
<td>TiCoseRec</td>
<td>0.1306</td>
</tr>
<tr>
<td>IntGNN</td>
<td>0.4950</td>
</tr>
<tr>
<td>MRMLREC</td>
<td>0.7887</td>
</tr>
</tbody>
</table>

Table 1: Comparison with baselines.
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