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Abstract

Social media popularity prediction of multimodal user-generated content (UGC) is a crucial task for many real-world applications. However, existing efforts are often limited by missing inter-instance correlations and UGC temporal patterns. To address these issues, we propose a novel time-aware hypergraph Transformer framework, THGFormer. It fully represents inter-instance and intra-instance relations by hypergraphs, captures the temporal dependencies with a time encoder, and enhances UGC’s representations via a neighborhood knowledge aggregation.

Extensive experiments conducted on two real-world datasets demonstrate that THGFormer outperforms state-of-the-art popularity prediction models across several settings.

Introduction

Multimodal social media popularity prediction (MSMPP) aims to infer the future number of interactions between users and UGCs via learning and aggregating multimodal contents. It is beneficial for aiding users in sifting from information overload and improving various applications from recommendation to rumor detection. Existing works on MSMPP can be summarized into two categories: (1) Feature-based methods (Khosla, Das Sarma, and Hamid 2014; Lai, Zhang, and Zhang 2020) emphasize designing and incorporating hand-crafted UGC features; (2) Deep learning-based methods exploit end-to-end frameworks to capture more comprehensive multimodal representations (Zhang et al. 2018; Wang et al. 2023).

Challenges. Despite their successes, the usability of current works is limited by the following aspects: (1) Existing works treat a single UGC independently to learn its representation, which fail to consider the inter-relations among different UGCs. The auxiliary information existing in related UGCs are also ignored to assist UGC reasoning. For instance, different UGCs posted by the same user might be interacted with similar user groups and produce similar UGC popularity. (2) Existing works neglect the temporal dependencies among UGCs. For example, before and after the Thanksgiving Day, the popularity of pumpkin content rises and decays in a few days.

Present Work. To tackle above issues, we propose a Time-aware Hypergraph Transformer (THGFormer) framework. First, to preserve temporal correlations among different UGCs, we retrieve the top $K$ relevant instances from a time-centered perspective. Subsequently, using UGC attributes, we connect all relevant instances to construct a hypergraph of the target UGC. Second, we design a time-aware hypergraph transformer to capture the intra- and inter-modal correlations, and meanwhile employ a time encoder to inject the temporal information into the information mixture process. This dual focus ensures fine-grained and aligned UGC representations that are crucial for multimodal popularity prediction. Finally, we use a 2-layer feed-forward neural network for the target UGC’s popularity prediction.

Methodology

Hypergraph Construction. We design two steps to build a hypergraph for MSMPP. First, given the target UGC $C_t$ and a post time $t$, we retrieve the $K$ most related instances from user-post sequence $S$ before time $t$ and construct a temporal context sequence $P_t$. $P_t$ can be expressed by a triple sequence: $P_t = \{ (< u_1, C_1, t_{p_1}>, ..., < u_K, C_K, t_{p_K}>) \}$. $t_{p_1} \leq t_{p_2} \cdots \leq t_{p_K} \leq t$, where $K$ denotes the instance count. Second, after obtaining $P_t$, the resulting instances set $P_t$ is transformed into an adaptive hypergraph $G_t = \{ V_t, E_t \}$ of the target instance $C_t$, where each data instance forms a node, i.e., $V_t = \{ C_t, C_1, \ldots, C_K \}$. The attributes of $C_t$ (i.e., posted user, category, topic) constructs a hyperedge that represents the inter-instance relations.

Time-aware Hypergraph Transformer. For MSMPP, the main challenge is how to jointly incorporate the temporal information, and model the intra- and inter-modal correlations. We design a time-aware hypergraph Transformer, which integrates a time encoder to inject temporal information into the multimodal mixture process of the hypergraph Transformer. First, the time encoder (T-encoder) (Xu et al. 2019) is used to model the continuous temporal information, which maps scalar timestamps into $d_T$-dimensional vector space. The process is summarized as: $\Psi(t) \rightarrow \cdots \rightarrow \Psi(t^n)$.
The cross-modal interactive process can be summarised as: 

The final popularity prediction is made by a 2-layer feed-forward neural network:

\[
y = W_p^2 (\text{ReLU} (W_p^1 (z_t' + z_i') + b_p^1)) + b_p^2,
\]

where \(W_p^1, W_p^2, b_p^1, \) and \(b_p^2\) are the parameters of the prediction network. \(\oplus\) is the concatenation operation. In addition, we use mean square error (MSE) as the optimization loss to train the model’s parameters.

**Experiments**

**Datasets and Baselines.** We select two public datasets, i.e., SMPD and ICIP, and compare our model THGFormer with five baselines: SVR (Khosla, Das Sarma, and Hamid 2014), Hyfea (Lai, Zhang, and Zhang 2020), DTCN (Wu et al. 2017), UHAN (Zhang et al. 2018) and MHF (Wang et al. 2023). We select three evaluation metrics: Spearman ranking correlation (SRC), mean absolute error (MAE), and MSE. 

**Main Results.** The evaluation results are shown in Table 1. Our proposed THGFormer model exhibits significant improvements in MSMPP performance when compared to the baselines. Moreover, these results validate our motivation for utilizing the neighborhood knowledge for assisting UGC reasoning. The enhanced model performance can be attributed to the exploitation of both intra- and inter-modal correlations through the hypergraph Transformer approach.
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