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Abstract

We study the computational problems associated with max-
imizing various welfare objectives—namely utilitarian wel-
fare, egalitarian welfare, and Nash welfare—in perpetual vot-
ing, a sequential collective decision-making framework. Prior
work look into notions of fairness over time and study exten-
sions of single-round voting rules to the multi-round setting.
We show that while a utilitarian-welfare maximizing outcome
can be computed efficiently, an outcome that maximizes egal-
itarian or Nash welfare is computationally intractable, even in
the case of two candidates. We complement this by show-
ing that maximizing egalitarian welfare is fixed-parameter
tractable in the number of agents, and maximizing egalitar-
ian or Nash welfare is W[2]-hard and slicewise polynomial
in the number of timesteps. We also provide an approxima-
tion algorithm for maximizing egalitarian welfare and study
strategyproofness with respect to these welfare objectives. Fi-
nally, we show that a simple greedy algorithm can achieve
approximate proportionality in this setting.

Introduction
Consider the scenario where a group of friends are on a two-
week post-graduation trip across Europe, and faced with the
task of choosing their daily meals for the duration of the
trip. If there are diverse preferences for various cuisines, es-
pecially exceeding the number of daily meals (and assuming
a maximum of three meals per day), it might be challenging
to accommodate everyone’s desires. Nevertheless, with the
span of multiple days, in may be possible to satisfy every-
one’s preferences. An important question arises: what would
be an appropriate measure of satisfaction, and if so, can we
(efficiently) obtain an outcome that satisfies such a measure?

This problem can be studied under the perpetual vot-
ing framework, a model where a sequence of decisions are
made and the desirability of outcomes is studied with re-
spect to agents’ temporal preferences (also refer to a sur-
vey by Elkind, Obraztsova, and Teh (2023) on temporal
multiwinner voting). Perpetual voting was first studied by
Lackner (2020), which looks into a formalism of the model,
and studies several perpetual extensions of traditional voting
rules and axioms. Bulteau et al. (2021) subsequently looked
into formalizing notions of proportionate representation in
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this context. This framework also captures several other sce-
narios, including fair scheduling (Elkind, Kraiczy, and Teh
2022).

However, most (if not all) of these works focus on fair-
ness and proportionality notions. Maximizing welfare, in
particular utilitarian welfare (sum of agents’ utilities), egal-
itarian welfare (minimum utility of any agent), and Nash
welfare (product of agents’ utilities), have been widely stud-
ied in problems and frameworks across computational social
choice. In this paper, we study the computational problems
associated with maximizing these welfare objectives in the
context of perpetual voting. We first formally introduce the
framework.

The Perpetual Voting Model
Let [k] := {1, . . . , k} for any positive integer k. In the per-
petual voting model, we are given a set N = [n] of n agents
(or voters), a set of C = {c1, . . . , cm} of m candidates
(or alternatives), and a set T = [ℓ] of ℓ timesteps. At each
timestep k ∈ T , each agent i ∈ N has a set of approved
candidates Sik ⊆ C. Denote an agent’s preference vector by
Si = (Si1, . . . , Siℓ). An outcome o = (o1, . . . , oℓ) is a vec-
tor of ℓ candidates, one chosen at each timestep. An agent’s
utility for an outcome is then denoted by ui(o) = |{t ∈ [ℓ] :
ot ∈ Sit}|.

Since we focus on the computational problems associated
with maximizing various welfare objectives in this work,
we introduce the associated decision problem. Moreover, we
consider the more general p-mean welfare objective, which
captures all three welfare objectives that we intend to study.
The decision problem is defined as follows.

MAXIMIZING p-MEAN WELFARE:
Input: A problem instance I = (N,C, T, (Si)i∈N ),
and a parameter λ ∈ Z+.
Question: Is there an outcome o such that(
1
n

∑
i∈N ui(o)

p
)1/p ≥ λ?

Note that letting p = 1,−∞, 0 would correspond to the
utilitarian, egalitarian, and Nash welfare respectively. For
ease of exposition, we refer to the decision problems cor-
responding to the utilitarian, egalitarian, and Nash welfare
as UTIL, EGAL, and NASH respectively.
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Finding an outcome that maximizes utilitarian welfare
can be easily obtained through a greedy algorithm: at each
timestep, simply select the project that has the highest num-
ber of approvals. However, it is easy to see that if a simple
majority of the population approves of one common can-
didate at each timestep, then the winning candidate at each
timestep will be exactly the candidate approved by this same
group of agents. This may be seen as unfair, as possibly close
to half of the agent population may not get a single candidate
approved at any timestep. As such, there is a need to consider
other welfare measures as a potential balance between utili-
tarian welfare and fairness. In this respect, we focus on two
other commonly studied welfare objectives for achieving
fairness in the social choice literature—maximizing egali-
tarian welfare or Nash welfare.

The next section details our results. Due to space con-
straints, all proofs are omitted.

Our Results
As mentioned above, while computing an outcome that max-
imizes utilitarian welfare is computationally tractable, the
same cannot be said for the other two objectives. The fol-
lowing result shows that, perhaps surprisingly, both EGAL
and NASH are NP-complete even when guaranteeing each
agent a utility of 1, and when there are only two candidates.
Theorem 1. EGAL and NASH are both NP-Complete, even
for λ = 1 and m = 2.

The above negative result effectively rules out the possi-
bility of maximizing the egalitarian or Nash welfare objec-
tives even in simple settings.

However, when the number of agents or timesteps is con-
stant, we are able to efficiently find a solution. This follows
from the parameterized complexity results we state below.
We first show that EGAL is fixed-parameter tractable (FPT)
with respect to the number of agents, but the same observa-
tion cannot be extended to NASH.
Theorem 2. EGAL is FPT with respect to n.

The proof of the above relies on the construction of an
integer linear program, but such an approach would fail
when the objective function contains a non-linear logarith-
mic function (which is present in NASH). Thus, an analo-
gous FPT (in n) result for NASH remains open.

Next, we show that when the number of timesteps is con-
stant, both EGAL and NASH can be solved in polynomial
time, i.e., slicewise polynomial (XP) with respect to the
number of timesteps.
Theorem 3. EGAL and NASH are both XP with respect to
ℓ.

Furthermore, we complement the above result by showing
that EGAL and NASH is W[2]-hard with respect to ℓ, essen-
tially indicating that an FPT (in ℓ) algorithm does not exist
unless FPT = W[2], and hence the XP result is tight.
Theorem 4. EGAL and NASH are both W[2]-Hard with re-
spect to ℓ.

Now, by Theorem 1, EGAL and NASH is NP-complete
even when λ = 1. Hence, no approximation algorithm can

exist. However, if we augment each agent’s utility function
by defining it to be u′

i(o) = 1 + ui(o), then, with respect
to u′, we can obtain an 1

4 log n -approximation to the optimal
egalitarian welfare.

Theorem 5. With respect to the augmented utility functions,
there exists a 1

4 log n -approximation algorithm for EGAL.

Next, we study strategyproofness with respect to the three
welfare objectives.

Strategyproofness
Another important consideration in the social choice litera-
ture is strategyproofness, which states that no agent should
be able to misreport their preferences so as to obtain strictly
better utility. We show that the greedy algorithm used in
obtaining a utilitarian welfare-maximizing outcome—which
we term GREEDYUTIL—satisfies this property.

Theorem 6. GREEDYUTIL is strategyproof.

However, this positive result does not extend to the other
two welfare objectives.

Theorem 7. Any deterministic mechanism maximizing egal-
itarian or Nash welfare cannot be strategyproof.

Additionally, we include a discussion on an adjacent prop-
erty which may be of interest in this setting.

Proportionality
Another common property studied in related settings is the
concept of proportionality (PROP). However, as it is typi-
cally defined, PROP is not always achievable. Consider the
setting with two agents and a single timestep, with prefer-
ence vectors S1 = (c1) and S2 = (c2). No matter which
candidate is selected, one agent will have utility of 0. Hence,
we extend the notion of proportionality appropriately by
adding a floor function.

Definition 1 (Proportionality). An outcome o is propor-
tional (PROP) if for all i ∈ N it holds that ui(o) ≥ ⌊µi

n ⌋,
where µi = |{k ∈ [ℓ] : Sik ̸= ∅}| .

Then, we get the following positive result.

Theorem 8. A PROP outcome always exists and can be com-
puted by a polynomial-time greedy algorithm.

Conclusion and Future Work
In this work, we studied various computational questions
related to three main welfare objectives in the context of
perpetual voting, and looked at additional properties such
as strategyproofness and proportionality. Future directions
include exploring the computational hardness (or easiness)
for more general p-mean welfare objectives, or considering
a different definition of EGAL or NASH where utilities are
augmented, and studying if the results would differ.
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