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Abstract

Existing image-to-image translation methods perform less satisfactorily in the “day-night” domain due to insufficient scene feature study. To address this problem, we propose DNIT, which performs fine-grained handling of features by a nighttime image preprocessing (NIP) module and an edge fusion detection (EFD) module. The NIP module enhances brightness while minimizing noise, facilitating the extraction of content and style features. Meanwhile, the EFD module utilizes two types of edge images as additional constraints to optimize the generator. Experimental results show that we can generate more realistic and higher-quality images compared to other methods, proving the effectiveness of our DNIT.

Introduction

Image-to-image translation (I2IT) converts an input image from a source domain to a target domain. Current I2IT methods, like CycleGAN (Zhu et al. 2017), excel in general-purpose tasks but exhibit translation errors when dealing with the specific “day-night” scenario. In this case, some methods utilize additional information to improve translation performance. For example, SPN2D-GAN (Li and Guo 2022) proposes a semantic prior generator that utilizes semantic information as weak supervision. However, there are still some localized problems of mistranslations. This is mainly because the methods do not fully consider the characteristics of the image domain and fail to improve for specific scenes. In “day-night” scenes, nighttime images have limited visibility due to low illumination, making obtaining features difficult. In addition, the scene’s complexity increases the risk of losing the structural details of the image.

To address these challenges, we propose DNIT, which focuses on fine-grained feature handling by designing nighttime image preprocessing (NIP) and an edge fusion detection (EFD) modules. Our DNIT significantly improves the visibility of nighttime images and effectively utilizes edge information to enhance the quality of I2IT processing.

Our Method

Our DNIT architecture is shown in Figure 1, with the NIP and EFD module details as follows.

NIP Module

To better learn accurate mapping relationships from low-light nighttime images, we designed the NIP module. It comprises a self-calibrated illumination (SCI) learning network and a dark channel prior (DCP) defogging network. SCI is a weight-sharing cascaded light learning network and utilizes a self-calibrated module for acceleration. DCP utilizes statistical principles to calculate the dark channel, estimate the light component, calculate the transmittance matrix, and accomplish defogging. Compared to single low-light enhancement technologies, our NIP module is more versatile and effective in image processing.

In the initial stage of I2IT, we preprocess the original nighttime image \(\text{REA}_A\) by applying SCI to enhance brightness. Next, we use DCP to eliminate the additional noise introduced during brightening. Finally, we feed the preprocessed image into the semantic prior generator (SPG\((G_A)\)) for conversion. Our NIP module enhances image brightness, reduces additional noise, and generates high-quality preprocessed images. This process allows for more efficient exploration and extraction of information from dark areas, providing the generator with enhanced content and style features to improve I2IT performance.

EFD Module

To reduce the loss of edge details during the I2IT process, we propose the EFD module that utilizes mul-
Table 1: Quantitative comparison of results, the lower the better for all metrics.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID (_\uparrow)</th>
<th>KID (_\downarrow)</th>
<th>BRISQUE (_\downarrow)</th>
<th>NIQE (_\downarrow)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CycleGAN</td>
<td>65.77</td>
<td>2.82</td>
<td>31.65</td>
<td>4.30</td>
</tr>
<tr>
<td>CUT</td>
<td>87.68</td>
<td>4.63</td>
<td>33.08</td>
<td>4.29</td>
</tr>
<tr>
<td>NICE-GAN</td>
<td>83.21</td>
<td>4.44</td>
<td>34.05</td>
<td>4.33</td>
</tr>
<tr>
<td>DCLGAN</td>
<td>80.73</td>
<td>4.28</td>
<td>31.30</td>
<td>4.45</td>
</tr>
<tr>
<td>ToDayGAN</td>
<td>69.60</td>
<td>3.06</td>
<td>29.09</td>
<td>3.95</td>
</tr>
<tr>
<td>SPN2D-GAN</td>
<td>65.54</td>
<td>2.46</td>
<td>20.36</td>
<td>2.58</td>
</tr>
<tr>
<td>Ours</td>
<td>64.72</td>
<td>2.23</td>
<td>19.04</td>
<td>2.65</td>
</tr>
</tbody>
</table>

Conclusions and Future Work

Our DNIT enhances the “day-night” image translation, highlighting the efficacy of fine-grained feature handling. In future work, we aim to improve the adaptive Canny threshold selection for better generalization across diverse scenes.
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