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Abstract

Cyberattacks on power grids pose significant risks to national
security. Power grid attacks typically lead to abnormal read-
ings in power output, frequency, current, and voltage. Due to
the interconnected structure of power grids, abnormalities can
spread throughout the system and cause widespread power
outages if not detected and dealt with promptly. Our research
proposes a novel anomaly detection system for power grids
that prevents overfitting. We created a network graph to rep-
resent the structure of the power grid, where nodes represent
power grid components like generators and edges represent
connections between nodes such as overhead power lines.
We combine the capabilities of Long Short-Term Memory
(LSTM) models with a Graph Isomorphism Network (GIN)
in a hybrid model to pinpoint anomalies in the grid. We train
our model on each category of nodes that serves a similar
structural purpose to prevent overfitting of the model. We
then assign each node in the graph a unique signature using
a GIN. Our model achieved a 99.92% accuracy rate, which
is higher than a version of our model without structural en-
coding, which had an accuracy level of 97.30%. Our model
allows us to capture structural and temporal components of
power grids and develop an attack detection system with high
accuracy without overfitting.

Introduction
As power grid systems become more complex, they become
more vulnerable to cyberattacks. Attacks typically result in
abnormal readings in power output, frequency, current, and
voltage. If not detected quickly, abnormalities can propagate
throughout the system, leading to cascading effects such as
power outages if not promptly identified and mitigated.

Many related works have studied the problem of cyberat-
tacks on power grids through supervised machine learning
or graph neural networks. These models focus on classify-
ing power grid patterns as normal or anomalous. Some re-
search has developed anomaly detection models, but these
models do not capture critical structural and temporal in-
formation of the power grid. To the best of our knowledge,
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no research has developed an anomaly detection system for
power grids that captures key structural and temporal ele-
ments of the graph while also preventing overfitting.

Our research utilizes the interconnected structure of
power grids to construct a network graph. We employ a hy-
brid model that merges the capabilities of Long Short-Term
Memory (LSTM) models with a Graph Isomorphism Net-
work (GIN) to pinpoint anomalies in the grid with preci-
sion. Our model achieved a 99.92% accuracy rate, which is
higher than a version of our model without structural en-
coding, which had an accuracy level of 97.30%. Our work
contributes to the larger goal of power grid protection.

Related Work
To protect power grid systems, (Ringsquandl et al. 2021) ex-
plores the application of GNNs to electrical grids and found
that power grid models with GNNs are more accurate and
robust as compared to baseline models.

Several papers highlight the importance of encoding
structural information about nodes and edges to improve
anomaly detection models. (Cai et al. 2021), (Haghshenas,
Hasnat, and Naeini 2023), and (Boyaci et al. 2021) found
that modeling the power grid structure in their models sig-
nificantly improved model accuracy.

In (Presekal et al. 2023), researchers combined a Long
Short-Term Memory Model with a Graph Convolution Net-
work to create a hybrid model. This model performed with
high accuracy in classification-based anomaly detection in
power grid systems and was capable of generating an at-
tack graph map in near real time. (Haghshenas, Hasnat, and
Naeini 2023) developed a temporal graph neural network
to detect false data injection attacks. While a significant
amount of research has been done on anomaly classifica-
tion of power grids, to our knowledge there is no existing
research utilizing a joint LSTM-GIN model to capture the
structural and temporal elements of a power grid network as
well as perform detailed anomaly detection.

Methodology
The power grid we used contains 123 nodes and was gener-
ated using NATI[P]G (Bel et al. 2023). Our work involves
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Figure 1: Power Grid Network Graph

two data sets: a baseline data set, which consists of uniform
data, and an anomaly data set, which contains discernible
attacks at 13, 23, and 26 seconds.

During data analysis, we assessed the real energy levels
for all generators and inverters and the voltage consumption
levels of each load node within the data sets. We calculated
oscillation levels for each node in the baseline data set and
during each attack in the anomalous data set. The anomaly
levels in the baseline data were near-zero. The anomalous
data set, in contrast, demonstrated high levels of variation
within the power grid network during all three attacks. The
anomaly levels across impacted nodes were not uniform.
Nodes closest to the attack source(s) registered the highest
level of anomaly oscillation, while those farthest from the
source(s) exhibited minimal to no variation.

Figure 2: Model Framework

The combination of LSTM and GIN models allows us to
capture temporal and structural information relevant in the
context of power grids. Nodes with a greater number of di-
rect or indirect connections are more likely to experience
load fluctuations. As such, it is crucial to incorporate the
graph structure of the power grid into our model’s design.

The first LSTM in our model is an encoder that uses a
sequence of ten timestamps to predict the feature values at
the next timestamp. However, since the graph structure has
not yet been taken into consideration, the output is not final.

For the next step, we train a GIN on a graph representation
of the power grid to produce an embedding for each node.

Model Version F1 Score Accuracy

Model without GIN 97.30%

Model with GIN 99.92%

Table 1: Anomaly detection accuracy comparison between
models with and without the GIN

The embeddings encapsulate the topology of the node’s
neighborhood and act as unique signatures. We concatenate
the output from the first LSTM with the corresponding sig-
natures and use the concatenated result as input for the next
LSTM.

The second LSTM is a decoder that uses the node-specific
signatures to generate a more informed prediction of the fea-
ture values at a specific time given the previous ten times-
tamps. We employ the mean squared error as the loss func-
tion during training and also as a means to determine what
percentage of the data has been deemed anomalous by the
model. When the error exceeds a chosen threshold, we know
the input must differ significantly from the baseline training
data and is thus anomalous. To identify the right threshold to
classify whether an instance is anomalous or normal, we se-
lected as the threshold the 0.99 percentile computed on the
MSE reconstruction errors of all the training samples.

Experimental Findings
The model is trained using data from multiple nodes and
subsequently tested on data from a node not previously ex-
posed to the model. Comparing each model prediction to
whether a data point is actually anomalous allows us to cal-
culate the F1 score and evaluate the performance of our
model. Our results indicate that the model is capable of ac-
curately differentiating between normal and anomalous data.
The attack data can be categorized into two types: trivial
attacks, which are easily detectable, and pernicious attacks
that could elude detection by less sophisticated models. Our
model’s robust performance in accurately identifying these
diverse attacks underpins its utility in enhancing power grid
security.
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