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Abstract
In the last years, several variants of transformers have emerged. In this paper, we compare different transformer-based models for solving the reverse dictionary task and explore their use in the context of a serious game called The Dictionary Game.

Introduction
In its simplest form, a common language dictionary can be seen as an association between the meaning of a word and its definition. A task related to word sense disambiguation is called the reverse dictionary task. It focuses on the reverse association, i.e. guessing a word from its definition. A model capable of effectively solving this task should capture multiple semantic relationships such as synonymy, polysemy and homography. In order to solve the reverse dictionary task, some studies rely on information retrieval through lexical database (Shaw et al. 2013) or on graph-based approaches (Thorat and Choudhari 2016). Recurrent networks have also been shown to be expressive enough to take them into account (Morinaga and Yamaguchi 2018; Kartsaklis, Pilehvar, and Collier 2018; Zhang et al. 2020). More recent studies have proposed transformer-based models (Yan et al. 2020; Chen and Zhao 2022; Li et al. 2022; Mane et al. 2022).

In this paper, we investigate different processing of the task with XLNet (Yang et al. 2019), the distilled version of BERT (Devlin et al. 2019) and GPT-2 (Radford et al. 2018). We also examine how dictionaries can be semantically developed. To do so, we experiment with a serious game called The Dictionary Game which aims at better understanding the mental lexicon (Blondin Massé et al. 2008). It starts with a given root word that the player must define. The player must recursively define all new words in the definitions, until all words are defined. Then, we establish a qualitative measure of a dictionary using the fine-tuned models.

The Transformer-Based Reverse Dictionary
The objective of the reverse dictionary task is to build a model returning a set of candidates that maximize the probability that a word is paired with a dictionary definition. The model takes as input a definition in natural language for a word that a user can think of. It outputs a ranked set of words associated with the given definition. The Bidirectional Encoder Representations from Transformers (BERT), is a language model that learns from bidirectional representations of unlabeled text by jointly conditioning left and right contexts across all layers (Devlin et al. 2019). The Generative Pre-trained Transformer 2 (GPT-2) is another large language model pretrained on a very large corpus of English data. It describes as an autoregressive transformer language model consisting of a stack of decoders (Radford et al. 2018). Decoders differ from encoders having a masked self-attention mechanism (Vaswani et al. 2017). XLNet is another autoregressive and bidirectional model (Yang et al. 2019). Instead of using a fixed token order, XLNet considers all possible permutations of the tokens.

Methodology
We retrieved pretrained models of the DistilBERT, DistilGPT-2 and XLNet transformers. The distilled versions retain most of the knowledge of the original versions while reducing the number of parameters (Sanh et al. 2019). We pooled their outputs, i.e a context representation of the input sentence and connected them to a dropout layer followed by a softmax layer. For DistilBERT, we used the output of the [CLS] special token, which embeds the input sentence for classification tasks. For DistilGPT-2, we used the output of the last token since that token learns about the previous tokens given the nature of the decoder’s attention mechanism. As for XLNet, we used the average of the hidden states of all tokens in the output layer, excluding the tokens associated with the padding.

All models have been trained using the cross-entropy loss function and the AdamW optimizer. We added an auxiliary task following the same configuration as the previous task in order to forecast the POS of the target word. Besides, few definitions from the data exceed 50 tokens after being tokenized. Therefore, we limited the size of the input sentence, discarding word-definition pairs whose definition exceeds 50 tokens.

Evaluations
We evaluated our model on the data collected by Hill et al. according to three metrics: the median rank of the target
words, the rate of occurrences of the target words in the top 1/10/100, and the rank variance of the target word. The data and metrics are used as a benchmark in several other studies (Hill et al. 2016; Morinaga and Yamaguchi 2018; Zhang et al. 2020; Mane et al. 2022).

According to our results, XLNet seems to better generalize the task, followed by DistilBERT, then DistilGPT-2. On the description test set, XLNet forecasts a median rank of 3, a top 1/10/100 of .38/.65/.85 with a rank variance of 364, slightly upgrading the top-1 forecast of previous state of the art models that we are aware of. Since XLNet and DistilBERT are bidirectional models, this could be a factor improving the accuracy for this task.

A definition can be qualified as perfect, good, mediocre if it is in the top-1, top-10, top-100 forecasts respectively, or wrong if it lies outside. One way to get a more meaningful value is to consider the rank or the degree of certainty associated with the model’s forecast for a given target word and definition. We noticed that DistilBERT tends to forecasts better average median ranks. Since the dictionaries from the data have fairly short definitions, this may have the effect of favoring bidirectional models.

Discussion

The degree of certainty seems to be inadequate to assess the quality of a dictionary since for Merriam-Webster’s, DistilBERT forecasts an average degree of certainty of 0.55 while averaging the median rank at 0. This is mainly because the model considers synonyms in its probability analysis. The average rank appears to be a more suitable metric. However, it can be subject to high variances when a good rank for a definition is assigned to a word of a small dictionary. It appears that the quality of a dictionary should depend on its size, as well as on the allowed vocabulary, according to the principle that by using several words, we can build deeper lexical semantics. However, this is more intricate since we have observed that a dictionary having less than 24 words can have a better average rank than a dictionary having more than 110 words.

Conclusion

We have introduced a framework that simulates natural language understanding through a transformer-based model to solve the reverse dictionary task and evaluate the quality of dictionaries. For those tasks, it suggests that performance gains are possible and offers insights into what works when involving transformer-based models and dictionary-based data sets. Also, dictionary definitions have a very specific grammatical structure, presumably more simpler than the general case of free text. Therefore, we consider adding more data sources such as urban dictionaries and crossword dictionaries.
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