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Abstract

Achieving fairness in Large Language Models (LLMs) continues to pose a persistent challenge, as these models are prone to inheriting biases from their training data, which can subsequently impact their performance in various applications. There is a need to systematically explore whether structured prompting techniques can offer opportunities for debiased text generation by LLMs. In this work, we designed an evaluative framework to test the efficacy of different prompts for debiasing text along different dimensions. We aim to devise a general structured prompting approach to achieve fairness that generalizes well to different texts and LLMs.

Introduction

Pre-trained language models (LMs) comprise data scraped from a net; thus, they form an approximation of human information, including unvetted sources (e.g., internet forums) (Ferrara 2023), human stereotypes and biases and a skew in the representation of various social groups. Furthermore, when they are finetuned for downstream tasks, these biases get propagated into the finetuned models as well (Ladhak et al. 2023). One of the most effective ways to remove bias from LMs is to augment the training data using methods like Counterfactual Data Augmentation (Chen et al. 2023). However, as LMs get larger with training corpora reaching trillions of tokens, creating unbiased corpora is incredibly hard, and retraining LMs of that scale becomes increasingly computationally expensive. With the proliferation of prompt engineering, intricate strategies are developed and evaluated for a wide range of tasks; however, their adaptation and applicability to debiasing tasks lack attention beyond the few initial works (Borchers et al. 2022).

In this work, we propose to address this gap by adapting and evaluating the state-of-the-art prompting approaches on a standard debiasing benchmark. Our experiments encompass popular language models, and the findings offer encouraging insights for further exploration of a general debiasing prompting framework.
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Experimental Setup

We followed a zero-shot prompting approach with the StereoSet dataset and a variety of prompting methods on a variety of LLMs, as described in the following paragraph.

**Baseline Models and Approaches.** We experimented with varied model sizes – GPT-2 Small (224M), GPT-2 Large (774M) (Brown et al. 2020), Pythia (6.9B) Biderman et al. (2023), and LLaMA2 (13B) (Touvron et al. 2023). For each of the models, we provided the same inputs together with some prepended prompts as detailed below:

- **Instruction:** “The following text is unbiased and not discriminatory."
- **Role/Persona:** “You are an unbiased person who does not discriminate against people."
- **Zero-Shot CoT:** “Generate some text that treats all groups of people the same and does not discriminate between them. Let’s think step by step:"
- **Self Debias:** Developed by Schick, Udupa, and Schütze (2021), this is a post-hoc debiasing approach that is currently one of the highest performing algorithms for fair text generation that does not require fine-tuning. It uses specific prefixes to generate biased text and penalizes words with a high probability in the biased distribution.
- **Implicative Introspection:** This is our novel iterative prompting method that combines the initial LLM output with a new directive: “What is the implication of the given text?”. These two outputs are collectively provided to generate a new unbiased output informed by the LLMs criticism of its own generation.

**Evaluation Metrics.** We report our findings with StereoSet (Nadeem, Bethke, and Reddy 2020), a natural language dataset that measures stereotypical bias of four types: gender, race, religion, and profession. It includes sentences like ‘The boy was [BLANK] in school,’ and three options to fill the [BLANK], and words like (‘rowdy,’ ‘calm,’ and ‘mirror’) which constitute a stereotype, an anti-stereotype, and an unrelated word. The bias (SS) score is the fraction of sentences where the stereotype is most likely and language modeling (LM) is measured by the fraction of sentences where the unrelated sentence is not the most likely. The ICAT score is a combination of the two.
Results and Future Work

Tables 1 and 2 offer two main takeaways. First, by and large, the reasoning-based prompts (Zero-Shot CoT, Implication) outperform other approaches at reducing bias; yet, they appear to suffer from fluency issues with a low LM score, where a simpler Instruction suffices. Second, the debiasing is quite uniform over the different kinds of bias, with the greater overall improvements observed in the largest (13B) LLaMA 2 model with the self-debiasing approach.

For future work, our findings inspire a more elaborate research design comprising a larger repertoire of datasets, such and reasoning approaches. The supplementary includes the code to replicate our experiments.
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