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Abstract

This paper explores the use of large language models (LLMs) to score and explain short-answer assessments in K-12 science. While existing methods can score more structured math and computer science assessments, they often do not provide explanations for the scores. Our study focuses on employing GPT-4 for automated assessment in middle school Earth Science, combining few-shot and active learning with chain-of-thought reasoning. Using a human-in-the-loop approach, we successfully score and provide meaningful explanations for formative assessment responses. A systematic analysis of our method’s pros and cons sheds light on the potential for human-in-the-loop techniques to enhance automated grading for open-ended science assessments.

Introduction

Improvements in Science, Technology, Engineering, and Mathematics (STEM) education have accelerated the shift from teaching and assessing facts to developing students’ conceptual understanding and problem-solving skills (NGSS 2013). To foster students’ developing scientific ideas and reasoning skills, it is crucial to have assessments that reveal and support their progress (Harris et al. 2023). Formative assessments play an important role in this endeavor, providing timely feedback and guidance when students face difficulties, which helps them to develop self-evaluation skills (Bloom, Madaus, and Hastings 1971). However, the process of grading and generating personalized feedback from frequent formative assessments is time-consuming for teachers and susceptible to errors (Rodrigues and Oliveira 2014; Haudek et al. 2011).

Large Language Models (LLMs) provide opportunities for automating short answer scoring (Funayama et al. 2023) and providing feedback to help students overcome their difficulties (Morris et al. 2023). These approaches can also aid teachers in identifying students’ difficulties and generating actionable information to support student learning. To our knowledge, there is very little research that combines automated formative assessment grading and feedback generation for science domains where understanding, reasoning, and explaining are key to gaining a deep understanding of scientific phenomena (Mao et al. 2018).

This paper develops an approach for human-in-the-loop LLM prompt engineering using in-context learning and chain-of-thought reasoning with GPT-4 to support automated analysis and feedback generation for formative assessments in a middle school Earth Science curriculum. We present our approach, discuss our results, evaluate the limitations of our work, and then propose future research in this area of critical need in K-12 STEM instruction.

Background

To understand the difficulties students face when learning science, teachers need to actively track students’ developing knowledge (Wiley et al. 2020). This is particularly important for open-ended, technology-enhanced learning environments that support students in their knowledge construction and problem-solving processes (Hutchins and Biswas 2023). In these environments, knowledge and skill development happen through system interactions that are difficult to monitor and interpret (Walkoe, Wilkerson, and Elby 2017). Formative assessments, evaluation, and feedback mechanisms aligned with target learning goals (Bloom, Madaus, and Hastings 1971), can play a dual role: (1) help students recognize constructs that are important to learning, and (2) provide teachers with a deeper understanding of student knowledge and reasoning to better support their developing STEM ideas (Cizek and Lim 2023). However, grading formative assessments, particularly in K-12 STEM contexts, where students’ responses may not be well-structured and may vary considerably in vocabulary and stylistic expression, is time-consuming and can result in erroneous scoring and incomplete feedback (Liu et al. 2016). Moreover, grading these assessments at frequent intervals may become a burden rather than an aid to teachers. Very little research has examined effective mechanisms for generating automated grading and useful formative feedback for K-12 students that are aligned with classroom learning goals.

Advances in natural language processing (NLP) have produced improved automated assessment scoring approaches to support teaching and learning (e.g., Adair et al. 2023; Wilson et al. 2021). Proposed methodologies include data augmentation (Cochran, Cohn, and Hastings 2023), next sentence prediction (Wu et al. 2023), prototypical neural networks (Zeng et al. 2023), cross-prompt fine-tuning (Funayama et al. 2023), human-in-the-loop scoring via sam-
This research tackles several critical issues, namely: (1) grading open-ended, short-answer questions focused on science conceptual knowledge and reasoning, (2) utilizing LLMs to generate explanations aligned with specified learning objectives for both students and teachers and (3) addressing concerns related to data impoverishment. We hypothesize that our approach supports automated scoring and explanation that (1) aligns with learning objectives and standards, (2) provides actionable insight to students, especially in addressing their difficulties, and (3) engages teachers in the scoring and explanation generation process to resolve discrepancies and support the learning goals.

Methods

This section presents our curricular context, study design, dataset, LLM, and the details of our approach. Additional information regarding the formative assessment questions, rubrics, prompts, and method application can be found in the GitHub repository along with test code and sample data.

Curricular context

This paper evaluates formative assessments conducted in the context of Science Projects Integrating Computing and Engineering (SPICE), an NGSS-aligned middle school earth sciences water runoff curriculum. Spanning three weeks, the curriculum tasks students with redesigning their schoolyard to enhance functionalities, using surface materials that minimize water runoff post-storm within specified cost and accessibility constraints (Chiu et al. 2019). We focus on formative assessments that are primarily linked to the conceptual understanding of water runoff and the conservation of matter principle (Hutchins et al. 2021).

Study Design and Dataset

This study utilized assessment data from two Vanderbilt University-approved SPICE studies involving 270 students at a Southeastern U.S. public middle school. Data was removed for non-consenting participants and some data was missing because of absences and incomplete submissions. We used evidence-centered design (ECD) (Mislevy and Haertel 2006) to align the assessments with the learning objectives of the SPICE curriculum.

Approach

Brown et al. (2020) demonstrated that LLMs could “learn” from a few labeled instances in the prompt via in-context learning (ICL). Unlike fine-tuning, which requires expensive parameter updates and may result in decreased performance, in-context learning from a few labeled instances in the prompt can provide actionable insight to students, especially in addressing their difficulties, and can engage teachers in the scoring and explanation generation process to resolve discrepancies and support the learning goals.

Figure 1: The fictitious student’s conceptual model used by students to answer the assessment questions.

For this paper, we selected three questions that required students to analyze a pictorial model of water runoff (illustrated in Figure 1) and apply their conceptual knowledge and scientific reasoning to evaluate and explain the correct and incorrect components of the model. Each question was scored for at least one conceptual knowledge item, i.e., a correct application of a scientific fact. For example, in Q3, students had to identify that the arrow size representing total absorption was incorrect. Q2 and Q3 also required scoring students’ scientific reasoning, i.e., the use of scientific principles to explain an answer. For Q3, students could invoke the conservation principle to explain that the absorption arrow could not be larger than the rainfall arrow. The rubric assigned 1 point (conceptual) for Q1, 2 and 3 were scored for 4 points (2 items, 1 conceptual and 1 reasoning point for each item). For Q3, there were exactly 2 errors in the model. For Q2, students could choose from more than two correct phenomena, which resulted in differences in the grading results that we discuss later.

Model

Ever since OpenAI released ChatGPT (a chatbot driven by the foundation model GPT-3.5) in November 2022, LLMs have received a tremendous amount of attention. Their ability to compose paper outlines, expository essays, and screenplays, has made the use of ChatGPT ubiquitous across academia, business, and news media. In March 2023, OpenAI released GPT-4 (OpenAI 2023), which is largely considered the current state-of-the-art for LLMs (OpenAI 2023; Zhao et al. 2023). For this reason, we chose to use GPT-4 as the LLM to develop and evaluate our approach.
performance for previously known tasks (Mosbach, Andriushchenko, and Klakow 2020), ICL uses the labeled instances in the prompt to generate text during inference that bypasses traditional training. This means that by simply changing the prompts, the same language model can be used across domains, tasks, and datasets without the need to modify the network’s parameters. Wei et al. (2022) extended this work by providing chain-of-thought (CoT) reasoning in the labeled instances. In contrast to a traditional ICL instance that only offers a question and its corresponding answer, CoT provides a reasoning chain with the answer. This helps the model generate correct inferences, and this reasoning is included in the model’s response along with the answer.

Eliciting reasoning is particularly useful for formative assessment scoring in science, where the open-ended nature of the questions can make scoring alignment difficult even between humans. Rather than generating a score only, CoT prompting elicits an explanation for the LLM’s response, enabling teachers to offer informed feedback to students. Alternatively, teachers can refine the rubric to improve grading for subsequent assessments. The model’s reasoning can also be used to identify specific causes of misalignment between the model and the teacher, which can then be leveraged to improve model output.

Active learning (Tan et al. 2023; Ren et al. 2021) takes a human-in-the-loop approach to improving model training, where the human as an “oracle” is consulted to label additional instances for inclusion in the next training iteration. By integrating CoT reasoning and active learning, educators or researchers can scrutinize instances with incorrect predictions to identify recurring patterns leading to the model’s errors across multiple instances. These patterns can be reintroduced into the prompt using CoT reasoning to rectify discrepancies between the model’s assessment and the human scorer. Moreover, combining CoT with active learning assists teachers and researchers in rectifying human errors in the initial scoring. This is particularly relevant when the humans confirm that the model’s scoring predictions are accurate.

We employ the inter-rater reliability (IRR) process to pinpoint scoring disagreements that may challenge the model, addressing them through CoT prompting. Active learning is then utilized to identify recurrent issues in the model’s alignment with the human scorers, and instances embodying these patterns are incorporated into the prompt with reasoning chains to correct the alignment. Once active learning concludes, the model is deployed for scoring new formative assessment responses through inference, accompanied by CoT reasoning to generate student feedback, and when needed, refining rubrics and formative assessment questions. Figure 2 provides a comprehensive overview of our approach.

Response Scoring. Two of this paper’s authors independently scored 20% of the student responses for each of the three formative assessment questions using the rubric. Next, while conducting IRR, instances where the humans both agreed and disagreed on students’ scores were collected and included in the initial prompt. Particular attention was paid to the misalignments between the graders that caused multiple instances to be scored differently before consensus was reached. To achieve consensus, the two reviewers discussed each scoring disagreement until they reached a consensus on how that particular instance should be scored. The agreed-upon instances acted as “ground truth” exemplars for the model to initially align itself with the human scorers. The instances where there were disagreements were used to pinpoint specific reasons for misalignment between the human scorers during IRR. We expected that the model might encounter the same misalignments during its scoring. This process was repeated for each of the three questions until Cohen’s $k > 0.7$ was achieved across all subscores for each question, after which one of this paper’s authors scored the full set of student responses.

For this work, all students’ responses were manually graded to ensure accuracy while evaluating our method. Disagreements were resolved manually by the humans to form a consensus (described above). This consensus was used to align the LLM responses via CoT reasoning. In future work, as we collect more data, we will use the LLM to automatically score students’ responses and evaluate samples of the LLM’s generations to ensure accuracy. Furthermore, we refrained from updating the rubric during the initial scoring. This is particularly relevant when the humans confirm that the model’s scoring predictions are accurate.

Prompt Development. For prompting, we opted for the persona pattern (White et al. 2023), where the model was instructed to adopt the persona of a middle school teacher evaluating students’ formative assessment question responses. The prompt also provided the model with the formative assessment question and rubric, and the model was instructed to use the rubric to score students’ responses. The rubric also provided the model with the format to output its responses to improve readability and allow for programmatic parsing of the model’s generations.

Next, we incorporated ground truth examples into the prompt, complemented by CoT reasoning clarifying the reasons for awarding or not awarding points for each sub-score. Following this, a comparable CoT input was included for instances where human scorers diverged in their assessments. This aimed at aligning the model with the IRR consensus, particularly when instances posed challenges similar to those faced by human reviewers in achieving consensus.
For all labeled instances in the prompt, we used the following CoT reasoning template: evidence in the student’s response + reference to the rubric + score. We used quotations from the student’s response as evidence, tying it back to the rubric, and providing a score and explanation to the model; e.g., “The student says X. The rubric states Y. Based on the rubric, the student earned a score of Z.” This approach mirrored the original CoT publication (Wei et al. 2022), where algebraic word problems were broken down step-by-step to help the model arrive at the correct solution.

Additional labeled instances were added to the prompt as needed to balance the individual subscores. However, this was constrained by the small and imbalanced nature of our dataset. While investigating the effect that data balance has on the LLM’s performance is outside the scope of this work, in previous work (using a subset of the dataset used in this paper), we demonstrated that data balancing often improved language model performance (Cochran et al. 2022). For Q2 and Q3, balancing across 4 subscores was difficult, as adding one more instance to augment one subscore inherently affected the balance across the other subscores. Sometimes, achieving a perfect balance was not possible in the training set, but we included at least one positive and one negative instance across all subscores for each question’s prompt.

**Active Learning.** Validation set instances were fed through the model with the initial prompt and few-shot examples, and a researcher performed error analysis to discern patterns in the incorrect LLM generations. Specifically, we noted the reason for each incorrect scoring prediction and the faulty reasoning chains that caused the model to mislabel several instances. These reasoning chains were chosen as additional examples to add to the prompt, and CoT was used to correct the model’s reasoning errors. Candidate instances were prioritized for prompt inclusion based on the degree to which their reasoning errors caused other inaccurate model predictions, which resulted in correcting several wrongly scored instances.

There were only a few incorrectly predicted scores in the validation set for Q1, so all of those instances were added to the prompt during Active Learning. For Q2 and Q3, the researcher identified the n most useful instances, where n was defined as the minimum number of instances in the validation set that simultaneously addressed all of the LLM’s reasoning errors and maintained data balance. This caused some overfitting, so we will experiment with 1-shot active learning to help mitigate this in future work. For all instances added to the prompt during Active Learning, we used CoT to correct the model’s faulty reasoning chains. We also rebalanced the few-shot instances across subscores during Active Learning to maintain data balance. In previous work, we showed that balancing training data to create a uniform label distribution can improve performance (Cochran et al. 2022). Other works have suggested balancing to achieve the true distribution of the dataset’s labels (Min et al. 2022).

In general, active learning can be performed until one of several stopping conditions is triggered: (1) the model achieves convergence, i.e., it no longer produces any incorrect validation scores; (2) the model predicts more validation scores incorrectly than in previous iterations, i.e., it overfits; and (3) there are not enough instances remaining in the validation set to achieve acceptable data balance in the prompt.

To test our method, we performed one iteration of active learning for each of the three formative assessment questions. For each subscore of a formative assessment question, we first identified scoring error trends, i.e., are model scoring errors mainly caused by false negatives (underscoring) or false positives (overscoring)? This alerted us to the “direction” in which we needed to guide the model to better align with the human scorers. We then examined the content of the incorrect validation set generations to identify common causes of incorrect scoring. We chose the most frequently occurring model reasoning error (i.e., the error that caused the model to wrongly predict the greatest number of validation set instances), and picked one of these instances to insert back into the prompt.

For example, with the Runoff Arrow Direction subscore in Q3, we found that the ratio of the model’s false positive to false negative predictions was 5:2. Additionally, we found that the cause of more than half of the false positives was due to the model awarding students a point for mentioning that the arrows in the diagram needed to change direction. This was incorrect because only the runoff arrow needed to change direction. To correct the model’s reasoning error, we chose one of the incorrect validation instances that included this reasoning error, inserted it into the prompt, and used CoT reasoning to help correct the model’s reasoning error.
Table 1: Performance comparisons for the Q1 Arrow Size subscore. For all questions, the best-performing scoring implementation is in bold for each metric, for each subscore (and total score). n refers to the number of few-shot instances used in the prompt.

<table>
<thead>
<tr>
<th>Q1 Arrow Size</th>
<th>n</th>
<th>Acc</th>
<th>F1</th>
<th>QWK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-Shot</td>
<td>0</td>
<td>0.87</td>
<td>0.84</td>
<td>0.68</td>
</tr>
<tr>
<td>Few-Shot</td>
<td>4</td>
<td>1.00</td>
<td><strong>1.00</strong></td>
<td><strong>1.00</strong></td>
</tr>
<tr>
<td>Few-Shot, CoT</td>
<td>4</td>
<td>0.96</td>
<td>0.95</td>
<td>0.89</td>
</tr>
<tr>
<td>CoT + AL</td>
<td>12</td>
<td>0.98</td>
<td>0.97</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 2: Performance comparisons for Question 2.

<table>
<thead>
<tr>
<th>Q2 Arrow Direction</th>
<th>n</th>
<th>Acc</th>
<th>F1</th>
<th>QWK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-Shot</td>
<td>0</td>
<td>0.91</td>
<td>0.89</td>
<td>0.78</td>
</tr>
<tr>
<td>Few-Shot</td>
<td>5</td>
<td>0.87</td>
<td>0.79</td>
<td>0.60</td>
</tr>
<tr>
<td>Few-Shot, CoT</td>
<td>5</td>
<td>0.98</td>
<td><strong>0.98</strong></td>
<td><strong>0.95</strong></td>
</tr>
<tr>
<td>CoT + AL</td>
<td>10</td>
<td>0.98</td>
<td><strong>0.98</strong></td>
<td><strong>0.95</strong></td>
</tr>
</tbody>
</table>

Results

We evaluated our method by comparing our model performance to the held-out test set across 4 implementations: three incremental baselines, and our Chain-of-Thought Prompting + Active Learning approach. We started with a Zero-Shot baseline, where the rubric is included in the prompt, but no labeled examples were present. We then used a Few-Shot baseline, where we provided the model with labeled instances in the prompt, but the labeled instances only consisted of numerical scores (i.e., no CoT reasoning). Our third and final baseline, Few-Shot, CoT, added CoT reasoning to the few-shot instances. Last, we employed our Chain-of-Thought Prompting + Active Learning approach and compared it to the three baselines. Evaluating our approach across these incremental baselines allowed us to examine the effects of adding specific parts of the pipeline and to understand the degree to which each component contributed to the model’s ability to score and explain formative assessment responses.

To compare implementations, we chose the Macro F1-Score and Cohen’s Quadratic Weighted Kappa (QWK) (Cohen 1968) metrics. The F1-Score is prevalent in the literature for evaluating overall model performance. Macro F1 was chosen, specifically, due to our dataset’s imbalance across subscores. Often, scientific reasoning subscores are heavily weighted towards the negative class (i.e., a large majority of the students do not demonstrate scientific reasoning). Cohen’s QWK was chosen because it is widely used in the automated essay scoring (AES) literature (Singh et al. 2023; Singla et al. 2022). Unlike traditional Cohen’s k (Cohen 1960), Cohen’s QWK accounts for the degree of disagreement, making it well-suited for ordinal data. We included accuracy for reference, but we do not use it in our actual performance comparisons.

Model performance comparisons for each of the three formative assessment questions are shown in Tables 1, 2, and 3.

Question 1: Q1 asked students what the different-sized arrows in the diagram meant. A student received a point for correctly identifying that the diagram used the size of the arrows to represent the quantity of water (concept: “Arrow Size”), see Table 1.

Q1 took 2 rounds of IRR for the human scorers to reach a consensus. The grading involved scoring for one possible point and no science reasoning subscores. GPT-4 aligned with the human scorer to a “moderate” degree (QWK >= 0.6) (McHugh 2012) even in a zero-shot setting. Once labeled instances were added, the model achieved a perfect score on the test set. When CoT reasoning was provided, performance decreased for both Macro F1 and QWK, as the reasoning chains initially caused the model to deviate from the human scorer. Once active learning was performed, however, much of that performance gap was closed due to the additional few-shot instances and model reasoning error corrections.

Question 2: Q2 asked students to identify two things that the diagram did well for 4 possible points: 2 for science concepts, and 2 for science reasoning. For the science concepts subscores, the student received a point for Arrow Direction if he or she correctly identified that the diagram did a good job of showing that water originated from the sky in the form of rain, some water was absorbed, or some resulted in runoff. For Arrow Size, students received a point if they discussed that the diagram did a good job of using arrow size to represent the water amount. Each of the Arrow Direction and Arrow Size subscores also included an additional possible point if students demonstrated scientific reasoning in their responses (see Table 2).

Q2 science concepts subscores (i.e., Arrow Direction and Arrow Size) saw their best performance (or tied for best performance) using the full Chain-of-Thought Prompting + Active Learning method. The science reasoning subscores'
performances decreased as additional components of the method were added, i.e., after CoT and active learning were introduced. Overall, the total score was best when the complete method was used, as this resulted in the highest QWK value.

Q2 was the most difficult for the human scorers to agree on and it required three separate IRR rounds to achieve consensus. Some of the difficulty in scoring may be attributed to the open-ended nature of the question. There are multiple ideas in the conceptual model that are correct, but students were only asked to identify two things the diagram explained well. Many students responded vaguely, and several students provided both correct and incorrect statements in the same response. These types of ambiguous instances were difficult for the human scorers to agree on even when they awarded points based on the rubric. It seems the LLM encountered the same types of issues.

Consider a student whose Q2 response was, “[the arrow represents] the amount of absorption”. Arguably, the student understood that the model’s arrows corresponded to the quantity of water. However, the absorption arrow in the diagram was incorrect (it was larger than the rainfall arrow, so it violated the law of conservation of matter). Because the question asked for examples of things the diagram does a good job of, and the absorption arrow was incorrect, both reviewers felt responses like this one should not receive a point for Arrow Size even though the student may understand that arrow size corresponds to the amount of water. During our active learning validation run, the model incorrectly awarded several points to these types of responses. When we attempted to use CoT to correct the model’s reasoning error, the model began to mislabel other instances it had previously scored correctly, i.e., there was overfitting. Ultimately, the researchers agreed that both the Q2 question wording and the Q2 rubric need to be rewritten to provide clearer guidance to the students.

**Question 3:** Q3 asked students to list two erroneous things they would change in the conceptual model diagram. Like Q2, 4 total points were assigned to Q3: 2 for science concepts and 2 for scientific reasoning. The science concepts subscores were: (1) Runoff Direction, where the student received a point if he or she indicated that the runoff arrow was pointing the wrong direction (uphill) and (2) Arrow Size, where a point was awarded if the student mentioned that the arrow sizes needed to change and adhere to the law of conservation of matter. Similar to Q2, students got additional points if they demonstrated correct scientific reasoning in their responses (see Table 3).

All Q3 subscores (science concepts and scientific reasoning) improved performance across both metrics (except Macro F1 for total score) after we added the few-shot examples. When CoT was added, performance increased for both Runoff Direction subscores but decreased substantially for both Arrow Size subscores. We saw similar behavior in the Q1 Arrow Size subscore, where adding CoT reasoning caused the model to become misaligned with the human. Once the Active Learning component was added, however, all subscores except Runoff Direction achieved their best performance across both metrics. Runoff Direction achieved its best performance when CoT was added, but was overfit during active learning. Unlike Q2, where the best-performing subscores were the science concepts, both science reasoning subscores did better than their science concepts counterparts for both metrics.

For Q3, the human scorers achieved consensus quickly after 1 round of IRR, and only one issue caused multiple scoring disagreements. The model’s reasoning errors for the scientific reasoning subscores were easily addressed via CoT (relative to Q2). A major model reasoning error for Q3 was that it tended to cite the same piece of evidence to justify awarding points for different subscores (i.e., it overscored). This was a disagreement with the human scorers, but we did not include it in the initial prompt or few-shot CoT reasoning chains. Once this model reasoning error was addressed during active learning, the issue was largely mitigated, and performance improved across the board.

**Summary:** Across all questions, the model’s scoring mostly aligned with the human scorers. Of the 11 subscores and total scores, 9 of them saw “strong” agreement or better (QWK >= 0.8) at some point in the process (i.e., across the 4 implementations: 3 baselines and our Chain-of-Thought Prompting + Active Learning approach). 4 subscores achieved “almost perfect” (QWK > 0.9) agreement. All subscores except one (Q2 Arrow Direction Reasoning) saw a Macro F1 of 0.90 or greater at some point in the process.
Importantly, we also demonstrated that both CoT reasoning and active learning run the risk of overfitting, particularly when applied to the less complex science concepts questions (e.g., Q1 Arrow Size and Q3 Runoff Direction) and the more ambiguous scientific reasoning questions (e.g., Q2 Arrow Direction Reasoning and Q2 Arrow Size Reasoning). It should also be noted that the level of agreement during IRR may provide a ballpark expectation of model performance, as we found questions that were easier for the human scorers to agree on were also easier for the model to correctly align with the human scorers. Similarly, in questions where the human scorers had difficulty achieving consensus, the model had difficulty with scoring. More research needs to be done to evaluate this quantitatively.

Comparing Model and Human Performance
We applied inductive coding (Charmaz 2006) to evaluate performance and identify future directions to improve our human-in-the-loop approach. First, the lead author (not involved in rubric creation and scoring) reviewed all instances in which the model and the human coder disagreed and identified agreement with the model in 3 out of the 22 disagreements (1 conceptual disagreement, 2 reasoning disagreements). The research team reviewed the results to evaluate what may have caused scoring errors and to identify potential future directions for improvement. During the review process, the team created memos of key findings (Hatch 2002). The team compared the memos and came up with three key themes for improvement in future work:

1. Need for Additional Mechanisms to Target Model Deficiencies: Differences in scoring identified that the model showed a tendency to overfit in some cases. For instance, if the CoT got too granular, the model demonstrated issues that were related to keywords such as “because” (e.g., the model identified it as a demonstration of reasoning), “arrow size” (e.g., the model assumed that use of the terminology indicated a correct application even if correct attributions were not made to the scientific process), and vocabulary definitions (e.g., the model did not realize “run off” and “run off” were identical). In a small set of cases, the model cited a student’s faulty logic to justify awarding a point for a response and reused the same piece of evidence to award points for both concept identification and reasoning;

2. Ability to Leverage the Model to Support Rubric Refinements: Comparing reviewer and model differences for Q2 helped identify limitations in the original rubric for such an open-ended question. Utilizing the results and the explanations provided by the model, this human-in-the-loop approach can benefit teachers and researchers in refining the rubrics and scoring mechanisms to better support instruction and student learning; and

3. Resolve Unexplained Model Applications: In some cases, the model did not follow CoT reasoning and did not provide evidence of its positive predictions even though all positive prompt instances provided this evidence. This may be a potential limitation in the approach to providing feedback for positive performances.

Overall, our approach was successful, but the instances discussed above provide opportunities for future work to improve model output, rubric development, and sometimes even reworking questions to make them clearer.

Conclusion and Future Implications
In this paper, we employed a Chain-of-Thought Prompting + Active Learning approach for scoring and explaining formative assessment question responses in a middle school Earth Science curriculum. Our results show that GPT-4, CoT reasoning, and active learning can be effectively leveraged toward accurate grading of science formative assessments. In several cases, the model achieved “almost perfect” alignment with humans. The model generated relevant evidence linked to the rubric to help explain its scoring, which could benefit students and teachers. We also analyzed the model’s weaknesses and identified several areas for improving LLM-based assessments.

Limitations: With LLM approaches, ethical concerns arise with regard to privacy, bias, and hallucinations (Zhuo et al. 2023), and these concerns are amplified when they are deployed in high-stakes environments (e.g., classrooms with children). In addition, while CoT has been shown to improve model performance over traditional ICL, the degree to which the reasoning chains guide the model’s decision-making (if at all) is still an open question (Turpin et al. 2023). Our results also show that CoT and active learning can lead to overfitting, in particular, with simpler, easier-to-define subproblems. In these cases, LLM approaches may be overkill, as Moore et al. (2023) recently demonstrated. Rule-based methods outperformed GPT-4 in detecting common item-writing flaws in student-generated multiple-choice questions.

Looking to the Future: Anecdotally, in an interview with middle school science teachers who implemented the curriculum, the teachers identified the potential benefits of these explanations as tools to inform students on where to go next in their learning, as opposed to assigning performance scores. We aim to extend this partnership with classroom teachers to mold the LLM’s output to best fit their needs, and investigate how we can best use our method to evaluate students’ learning performance and improve students’ learning. As we continue to refine our approach, we hope these enhancements will pave the way for more effective and efficient LLM applications in science education.
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