Fair and Optimal Prediction via Post-Processing

Han Zhao

Department of Computer Science, University of Illinois Urbana-Champaign, Urbana, IL 61801, USA
hanzhao@illinois.edu

Abstract

In this talk I will discuss our recent work on characterizing the inherent tradeoff between fairness and accuracy in both classification and regression problems. I will also present a post-processing algorithm that derives optimal fair predictors from Bayes score functions.

Introduction

With the development of machine learning algorithms and the increasing computational resources available, artificial intelligence has achieved great success in many application domains, including computer vision, natural language processing, healthcare, etc. However, the success of machine learning has also raised concerns about the fairness of the learned models. For instance, the learned models can perpetuate existing bias and discrimination in the training data. This issue has become a major obstacle to the deployment of machine learning systems in high-stakes domains, e.g., criminal judgment, medical testing, online advertising, hiring process, etc. To address these issues, it is crucial to understand the potential tradeoff between fairness and accuracy and develop fair machine learning algorithms (Zhao et al. 2019; Hu et al. 2023; Chi et al. 2022, 2021; Wang, Li, and Zhao 2022; Zhao et al. 2022) that are optimal in terms of both efficiency and accuracy.

To mitigate the bias exhibited by machine learning models, fairness criteria can be integrated into the training process to ensure fair treatment across all demographics, but it often comes at the expense of model performance. Understanding such tradeoffs, therefore, underlies the design of optimal and fair algorithms. In this talk, I will discuss our recent work on characterizing the inherent tradeoff between fairness and accuracy in both classification and regression problems (Zhao and Gordon 2022; Xian, Yin, and Zhao 2023; Zhao 2022), where we show that the cost of fairness could be characterized by the optimal value of a Wasserstein-barycenter problem. Then I will show that the complexity of learning the optimal fair predictor is the same as learning the Bayes predictor, and present a post-processing algorithm based on the solution to the Wasserstein-barycenter problem that derives optimal fair predictors from Bayes score functions.
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