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My research strives to develop fundamental graph-centric
learning algorithms to reduce the need for human supervi-
sion in low-resource scenarios. The focus is on achieving ef-
fective and reliable data-efficient learning on graphs, which
can be summarized into three facets:

• Graph Weakly-supervised Learning: Existing Graph
ML algorithms are mainly developed for the supervised
or semi-supervised setting. However, weakly-supervised
Graph ML, especially when dealing with incomplete,
inaccurate, and indirect supervision signals, remains
understudied. To address this, I proposed a series of
works (Ding, Li, and Liu 2019; Ding et al. 2022, 2024,
2023a) that focus on learning with the aforementioned
three types of weak supervision. For example, I devel-
oped a novel graph self-training framework – Meta Prop-
agation Networks (Ding et al. 2022), which is able to
adjust its label propagation strategy and leverage large
receptive fields for inferring accurate pseudo labels on
unlabeled nodes. By augmenting the scarce training data
with these pseudo labels, one can learn a label-efficient
GNN with only a few labels per class.

• Graph Few-shot Learning: Despite that humans are ca-
pable of learning new tasks rapidly by utilizing what they
learned in the past, current AI algorithms cannot rapidly
generalize from a few examples. To bridge this gap be-
tween Graph ML models and humans, I have developed a
series of graph few-shot learning algorithms (Ding et al.
2020; Wang et al. 2022; Xu et al. 2022). For example,
to handle the never-before-seen node classes, I proposed
Graph Prototypical Networks (GPN) (Ding et al. 2020)
to extrapolate the meta-knowledge from many-shot seen
node classes to few-shot unseen node classes using graph
meta-learning. By leveraging the graph property infor-
mation, GPN supports estimating the informativeness of
each labeled node and derives highly robust and rep-
resentative class prototypes for classifying those never-
before-seen node classes with even a few labeled nodes.

• Graph Self-supervised Learning: My research also in-
vestigates graph self-supervised learning to alleviate the
demand for massive labeled data and provide sufficient
supervision, which can be categorized into two lines: (1)
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graph contrastive learning, including (Ding et al. 2023b,
2024; Liu* et al. 2023). For example, I designed a sim-
ple yet effective graph contrastive learning model S3-
CL (Ding et al. 2023b) to elicit global structural and se-
mantic knowledge from the input graph, which can ad-
dress the “global unawareness” of existing graph con-
trastive learning methods; and (2) graph generative mod-
eling, such as (Ding et al. 2019). Utilizing input graph
reconstruction as a self-supervision pretext, I developed
the first graph generative model Dominant (Ding et al.
2019) for graph anomaly detection. It can conduct both
structure and feature reconstruction to capture the pat-
terns of the majority nodes in a self-supervised fashion.
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