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Abstract

As algorithmic decision-making systems become more preva-
lent in society, ensuring the fairness of these systems is be-
coming increasingly important. Whilst there has been sub-
stantial research in building fair algorithmic decision-making
systems, the majority of these methods require access to
the training data, including personal characteristics, and are
not transparent regarding which individuals are classified
unfairly. In this paper, we propose a novel model-agnostic
argumentation-based method to determine why an individual
is classified differently in comparison to similar individuals.
Our method uses a quantitative argumentation framework to
represent attribute-value pairs of an individual and of those
similar to them, and uses a well-known semantics to identify
the attribute-value pairs in the individual contributing most to
their different classification. We evaluate our method on two
datasets commonly used in the fairness literature and illus-
trate its effectiveness in the identification of bias.

1 Introduction
As machine learning (ML) algorithms are increasingly used
in decision-making systems with high impact on individu-
als, there is a need to ensure not only that the decisions
made are fair, but also to explain the decision to the indi-
vidual affected. A system is considered to be fair if it does
not discriminate based on protected personal characteristics
such as race, sex, religion, etc. There have been instances
where decision-making systems discriminated against indi-
viduals in domains such as criminal justice (The Partnership
on AI 2019), recruitment (Tilmes 2022), and social services
(Gillingham 2019). An analysis of COMPAS (Northpointe
2019), a popular tool used in the US to predict whether crim-
inals will re-offend, found that black defendants were iden-
tified incorrectly as re-offending at a higher rate than white
defendants (Larson et al. 2016).

Research on fairness has received increased attention in
recent years and several fairness metrics have been devel-
oped to quantify the fairness of a system (see Mehrabi et al.
(2022) for an overview on bias and fairness in machine
learning). These metrics can be classified into group fairness
(i.e. detecting bias across different values of a protected at-
tribute, e.g., male and female individuals (Garg, Villasenor,

Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

and Foggo 2020)) and individual fairness (i.e. detecting bias
for an individual compared to similar individuals (Mukher-
jee et al. 2020)). Whilst several notions of evaluating fairness
have been proposed in the literature, there is no agreement as
to which fairness metric to apply in which scenario (Verma
and Rubin 2018). Furthermore, interpreting the meaning of
the values returned by a metric is not always intuitive; for ex-
ample, simply reporting the percentage level of fairness of a
system (e.g., 80%) may not give full confidence for stake-
holders in the system. Most existing group metrics also re-
quire the specification of protected attributes and can only
detect unwanted bias with respect to one binary protected
attribute (Waller, Rodrigues, and Cocarascu 2023b). Finally,
quantifying fairness requires full access to the training data
and protected attributes in order to measure the difference
in positive classifications across protected groups. In real-
ity, this data may not be available and it may be difficult to
pre-define protected attributes before deploying the system
(Haeri and Zweig 2020).

Identifying a link between the input data and the final de-
cision is key towards providing a fair and transparent ex-
planation (Hamon et al. 2022). Computational argumenta-
tion has long been seen as a means for explaining reasoning
(see Vassiliades, Bassiliades, and Patkos (2021); Cyras et al.
(2021) for an overview). Specifically, abstract Argumenta-
tion Frameworks (AFs) were proposed as a way to represent
and reason with conflicting information (Dung 1995). Sev-
eral types of semantics have been proposed to evaluate the
acceptability of arguments in AFs (Baroni et al. 2015) and
their extensions. AFs have been used for a variety of applica-
tions such as decision-making systems (Amgoud and Prade
2009; Brarda, Tamargo, and Garcı́a 2021), recommender
systems (Cocarascu, Rago, and Toni 2019; Rago, Cocarascu,
and Toni 2018), knowledge-based systems (Kökciyan et al.
2020), and planning and scheduling systems (Cyras et al.
2019). However, until now they have not been explored in
relation to individual fairness in decision-making systems.

In this paper, we propose a novel argumentation-based ap-
proach for identifying bias in relation to individual fairness
which does not require access to labelled data, the training
algorithm, or the specification of protected attributes before
deployment. We focus on individual fairness as individuals
impacted by decisions will mostly be concerned about their
personal treatment rather than any group. We move away
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from quantifying fairness using existing group fairness met-
rics and offer a transparent representation of the reasons for
a classification from which an explanation can be extracted.

We use a quantitative argumentation framework to rep-
resent the arguments of similar individuals that reason why
the queried individual received a classification. Reasons are
differences in the values of attributes in the queried indi-
vidual in relation to those of similar individuals with differ-
ent classifications. The strength of attacks between attribute-
value pairs is calculated as the proportion of similar indi-
viduals with particular characteristics and the overall eval-
uation is done using the weighted h-Categorizer semantics
(Amgoud, Doder, and Vesic 2022) which calculates the fi-
nal weights of arguments. As a result, final weights corre-
spond to the attribute-value pairs that contribute most to the
negative classification of a queried individual compared to
similar individuals.

2 Background
In this section, we provide the core background on fairness
in ML and argumentation on which our method relies.

Fairness in ML
Fairness in ML involves ensuring decision-making ML sys-
tems are fair for individuals and for different groups defined
by protected personal characteristics. Various metrics have
been proposed to quantify fairness in decision-making sys-
tems (Mehrabi et al. 2022). Individual fairness metrics de-
termine whether similar individuals receive the same clas-
sifications (Dwork et al. 2012). For example, Zemel et al.
(2013) counts the pairs of individuals receiving the same
classification, where the notion of similarity depends on the
context of the application. Group fairness metrics have been
defined as the difference in the number of positive and neg-
ative classifications across two protected groups (Mehrabi
et al. 2022). For example, demographic parity is calcu-
lated as the proportion of positive classifications for the pro-
tected group divided by the proportion for the non-protected
group (Calders, Kamiran, and Pechenizkiy 2009).

Bias detection methods are used to assess the fairness
of a system. Mitigation methods attempt to make a system
fairer with respect to some metric(s) by targeting different
stages of the ML system including the pre-processing of the
training data (Kamiran and Calders 2011), the training algo-
rithm (Hu et al. 2020), or in the classifications (Lohia et al.
2019). The scenarios in which each method may be applied
are not usually specified (Weinberg 2022; Wachter, Mittel-
stadt, and Russell 2021) and there is usually no considera-
tion into the legality of the use of protected attributes for the
identification of bias (Haeri and Zweig 2020).

Most existing bias detection and mitigation methods fo-
cus on group fairness and do not consider individual fair-
ness. Satisfying individual fairness in a decision-making
system is necessary but not sufficient to ensure overall fair-
ness (Fleisher 2021). This is because individuals in a pro-
tected group could all be given negative outcomes and this
would conflict with the notion of group fairness despite indi-
vidual fairness being satisfied (Chakraborty, Peng, and Men-
zies 2020).

Computational Argumentation
Argumentation theory has been explored as a way of repre-
senting arguments and forms of reasoning (Dung 1995; Ba-
roni, Caminada, and Giacomin 2011; Atkinson et al. 2017).
An Abstract Argumentation Framework (AAF) is a tuple
⟨A,R⟩, where A is a set of arguments and R ⊆ A×A is an
attack relation between them. Arguments are atomic entities
whose content is not specified, the focus being on accept-
ability criteria for the arguments based on the attack rela-
tionship, resulting in alternative semantics (Efstathiou 2011;
Baroni, Caminada, and Giacomin 2011).

Weighted (or Quantitative) Argumentation Frameworks
(WAFs) augment AAFs with weights. For our method, we
are interested in WAFs that define weights for both argu-
ments and attacks.
Definition 1. [Weighted Argumentation Graph (Amgoud
and Doder 2019)] G = ⟨A, σ,R, π⟩, where A is a non-empty
finite set of arguments, R ⊆ A × A, σ : A 7→ [0, 1], and
π : R 7→ [0, 1].
A and R define arguments and attacks as before, but an

argument a ∈ A is given an initial weight σ(a), and at-
tacks (a, b) between arguments are given a strength π(a, b).
Semantics for WAFs define how the final weights of the
arguments are calculated given G. We use the strength of
attacks to express the relative representation of “votes” by
similar individuals, inspired by ideas from Eğilmez, Mar-
tins, and Leite (2014); Gabbay and Rodrigues (2014). WAFs
may have cycles, and applicable semantics include the Trust-
based semantics (da Costa Pereira, Tettamanzi, and Vil-
lata 2011), the Simple Product (Leite and Martins 2011),
Weighted Max-based (Mbs), Weighted Cardinality-based
(Wbs) and Weighted h-Categorizer (Hbs) (Amgoud, Doder,
and Vesic 2022). These last three were originally developed
for frameworks with attack and support relations (Amgoud
et al. 2017) and have also been extended to account for
strengths of attacks (Amgoud and Doder 2019). Mbs favours
the strength over quantity of attacks, whereas Cbs favours
quantity over strength. Hbs considers both (Amgoud and
Doder 2019).

Hbs is based on the h-Categorizer semantics originally de-
veloped for non-weighted graphs (Besnard and Hunter 2001;
Pu et al. 2014). Hbs defines an infinite sequence of weights
for arguments s(a)(1), s(a)(2), . . . such that

s(a)(1) = σ(a) (1)

s(a)(n+1) =
σ(a)

1 +
∑

b∈Atta

π((b, a)) · s(b)(n)
, for n > 0 (2)

Notice that the denominator of the fraction on the right-
hand side of Equation 2 is greater than 1 for any attacked
argument a provided the strength of the attack is non-null.
This means the weight of such arguments decrease in pro-
portion to the quantity as well as the strength of the attacks.
The sequence {s(a)(n)}+∞

n=1 is infinite. However, Amgoud,
Doder, and Vesic (2022, Theorem 17) showed that for ev-
ery a ∈ A, it converges and the final weight of an argument
a is defined as limn→+∞ s(a)(n). We will describe how to
approximate these final weights in Section 3.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

21665



3 Identifying Reasons for Bias Using
Argumentation

In this section we describe our method. Given a queried indi-
vidual’s classification, we aim to ensure it is fair with respect
to similar individuals. For simplification, we only consider
queried individuals that are classified negatively, although
our method equally applies to positive classifications. Our
approach requires a set of unlabelled individuals, which we
obtain from the test data (see Section 4).

Let E be the set of unlabelled individuals with at-
tributes Z = ⟨z1, z2, ..., zp⟩ and corresponding domains
⟨D1, D2, ..., Dp⟩. Let v : E × Z → ∪p

i=1Di be the func-
tion that given an individual e and attribute zi, returns the
value of the attribute zi for e.

Defining Similar Individuals
To represent individual fairness, we must first define what
it means for individuals to be “similar”. Several definitions
of similarity have been explored in the literature in relation
to individual fairness. For example, Zemel et al. (2013) pro-
posed the use of k-nearest neighbours (KNN) while Dwork
et al. (2012) proposed context-specific similarity definitions
whereby certain attributes are considered more important in
the evaluation of how similar individuals are to one another.

We identify an individual e’s similar individuals as the
nearest neighbours in E/{e} using a Ball Tree clustering
algorithm (Leibe, Mikolajczyk, and Schiele 2006) using the
Hamming distance. We assume all values to be categorical,
converting numerical attributes such as age to categorical
attributes by grouping them appropriately (see Section 4).1

Hence, the distance d(e1, e2) between individuals e1 and
e2 is given by

d(e1, e2) =

p∑
i=1

di, where di=

{
0, if v(e1, zi) = v(e2, zi)

1, if v(e1, zi) ̸= v(e2, zi)

The distance between individuals with the same attribute
values is 0 and the distance between two individuals in-
creases in proportion to the number of attributes with dif-
ferent values in the individuals.

Simk(e) will denote the set of k individuals
most similar to the individual e, i.e. the individuals
{e1, . . . , ek} ⊆ E/{e} minimising

∑k
i=1 d(e, ei). We

assume that |E/{e}| ≥ k and that if there are more than
k individuals minimising

∑k
i=1 d(e, ei), we can choose

arbitrarily between them.
In Section 4 we discuss the effect of using different val-

ues of k. In what follows, we present a working example to
illustrate our method using k = 5 similar individuals.

Example 1. Table 1 shows six individuals from the com-
monly used Adult dataset (Becker and Kohavi 1996), re-
stricted to three attributes and their classifications. The top
row represents the queried individual e and the other rows

1The distance between individuals could also be calculated us-
ing another metric that would consider the difference between nu-
merical values and/or the relative distance between ordered cate-
gorical attributes such as education-level .

workclass education race Classification
Local -gov Bachelors Black −
Private Bachelors White +
Local -gov HS -grad White +
Local -gov Bachelors White +
Private Masters White +
Local -gov Masters White +

Table 1: Sample data with queried individual (grey) and five
similar individuals.

represent e’s similar individuals as described in this section.
The classification + represents that the individual’s income
is predicted to exceed $50K/year, and − otherwise.

Intuitively, Example 1 shows that given the queried
individual in the top row and its similar individuals,
(race,Black) is the attribute-value pair contributing the
most to the negative classification of the queried individual,
since all combinations of values of the other attributes in
the similar individuals lead to a positive classification. Our
aim is to create a mechanism by which this type of bias can
be identified, focusing on why an individual has been classi-
fied negatively (and which attributes contribute most to this),
as opposed to how many individuals have been treated un-
fairly which is the aim of most existing bias detection meth-
ods (Waller, Rodrigues, and Cocarascu 2023a).

Constructing the Argumentation Graph
Let f be a binary classifier f : E → Y which takes an
individual e ∈ E as input and outputs a classification f(y) ∈
{+,−}. Recall that v(e, z) is the value of the attribute z for
e. We use e0 to denote the queried individual.

We show how to construct the weighted argumentation
graph ⟨A, σ,R, π⟩, which will be used to detect the attribute-
value pairs that contribute the most to the classification of
e0. In all that follows, we assume that the set of attributes is
Z = {z1, . . . , zp}.

We define the set of arguments A as the unique attribute-
value pairs (attribute, value) representing an association
attribute = value found in {e0} ∪ Simk(e0).

Definition 2. [Set of arguments] Let e0 be the queried in-
dividual and Simk(e0) the set with the k individuals most
similar to e0 according to some similarity measure Sim. The
set of arguments A is defined as follows.

A =
k⋃

i=0

p⋃
j=1

{(zj , v(ek, zj))}

At the outset, we have no prior information about which
attribute-value pairs contribute the most to the negative clas-
sification of the queried individual, so the initial weight of
all arguments is set to 1.2

2It is left for future work to explore whether the initial weight
of an argument could represent prior knowledge such as prevalence
of attribute values in the dataset or existing group fairness metrics
for a deployed model.
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Definition 3. [Initial argument weights] For all a ∈ A,
σ(a) = 1.

We now define the attack relations and strengths using the
frequency of occurrence of those pairs amongst the similar
individuals. One way of looking at this is that individuals
“argue” for the potential reasons of the negative classifica-
tion of the queried individual, which can be the presence of
one, or multiple attribute-value pairs. If a similar positively-
classified individual has a value for an attribute z different
to the value of the negatively-classified queried individual,
then the similar individual attacks that attribute-value pair
in the queried individual. This will in turn reduce the initial
weight of the pair. Specifically all attribute-value pairs of
similar individuals ei will attack the value of the attribute
z in the queried individual e0 if the values of z differ in
e0 and ei. This accounts for the possibility that e0’s nega-
tive classification could be due to combinations of multiple
attribute-value pairs in the similar individuals.

Definition 4. [Attack relationship] Given a binary classifier
f : E → {+,−}, a queried individual e0, and the set of
similar individuals Simk(e0):

R =

k⋃
i=1

p⋃
j=1

p⋃
l=1

{((zl, v(ei, zl)), (zj , v(e0, zj))) |

f(ei) ̸= f(e0) and v(e0, zj) ̸= v(ei, zj)}

Notice that by Definition 4 the targets of attacks can only
be arguments of the type (zj , v(e0, zj)) (i.e. towards the
queried individual’s attribute-value pairs) and that attacks
from the attribute-value pairs of a similar individual ei only
occur towards an argument (zj , v(zj , e0)) when the values
of the attribute zj differ in e0 and ei (i.e. (v(e0, zj) ̸=
v(ei, zj)). In addition, we also want the strength of any po-
tential attacks to reflect the proportion of similar individuals
with a particular differing attribute-value pair. This approach
is inspired by voting, with related ideas explored in detail in
Eğilmez, Martins, and Leite (2014); Gabbay and Rodrigues
(2014). The following definition captures the intuition.

Definition 5. [Strength of attacks] Take (a, b) ∈ R, where
a = (z1, v1) and b = (z2, v2).

π((a, b)) =
|{ei | v(ei, z1) = v1 and v(e0, z2) ̸= v(ei, z2)}|

k

Since (a, b) ∈ R, there are between 1 and k individuals
for which the condition in Definition 5 holds. Therefore 1

k ≤
π((a, b)) ≤ 1.

Example 2. Take the attribute workclass in Table 1 for
which two similar individuals have the value Private, dif-
ferent to the queried individual. There is an attack rela-
tion from all attributes in these two similar individuals to
(workclass,Local -gov). The values of attribute education
for these individuals are Bachelors and Masters there-
fore an attack is added from (education,Bachelors) and
(education,Masters) to (workclass,Local -gov), both
with strength 1

5 according to Definition 5. (race,White)

(workclass,
Local -gov)

sε = 0.48

(education,
Bachelors)

sε = 0.39

(race,
Black)

sε = 0.29

(workclass,
Private)

sε = 1

(education,
Masters)

sε = 1

(race,
White)

sε = 1

(education,
HS -grad)

sε = 1

2
5

1
5

2
5

1
5

2
5

2
5 2

5

3
5

5
5

1
5

1
5

2
5

3
5

1
5

2
5

Figure 1: The weighted argumentation graph constructed
from Table 1 with the final weights sε of all arguments.

also attacks (workclass,Local -gov) but both individu-
als have that attribute value so the strength of the
attack is 2

5 . Similarly for (workclass, Private) to
(workclass,Local -gov).

Figure 1 shows the weighted argumentation graph con-
structed from the data in Table 1, with the strengths of at-
tacks between arguments, and the final weights of all argu-
ments, which will be discussed next.

Calculating Final Weights of Arguments
We now need to calculate the arguments’ final weights,
using an appropriate well-defined semantics. Good candi-
dates for semantics are those that aggregate attacks in an
“argumentation-friendly” way (see Gabbay and Rodrigues
(2015) for a discussion). At the very least, the semantics
needs to be able to deal with potential cycles in the graph
and reduce initial weights in proportion to the strength of at-
tacks on arguments. We chose the Hbs semantics not only
because it satisfies these requirements, but it is also efficient
to compute and provided good results with the datasets used
in our experiments. Further properties of this semantics have
been explored in Amgoud and Doder (2019).3

Recall Equation 2. We aim to approximate
limn→+∞ s(a)(n) by successively calculating the val-
ues of the sequence until the difference between successive
values of all arguments is within a desired convergence
threshold ε, i.e. s(a)(n+1) − s(a)(n) < ε, for all a ∈ A. By
an abuse of notation we will denote this value s(a)ε and call
it the “final” weight of the argument a (up to ε). Section 4
describes the particular choice of ε used in the experiments.

Having computed all final weights, the weakest argu-
ments, i.e. those with the smallest final weights, correspond
to the attribute-value pairs of the queried individual that

3We also ran experiments using the Quadratic Energy Model
semantics (Potyka 2018) (without supports) and it identified the
same weakest arguments for all individuals.
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most contribute to its negative classification. These are given
as the explanation Exp for the classification: Exp = {a ∈
A | s(a)ε = minb∈A{s(b)ε}}.

The approximated final weights calculated using Hbs for
the sample data in Table 1 are shown in Figure 1. It is easy to
see that (race,Black) is the weakest argument in the graph,
supporting our intuition in Example 1. We now show general
properties of the final weights.
Proposition 1. Let a = (zi, v) ∈ A. If s((zi, v))ε < 1, then
v(e0, zi) = v, where e0 is the queried individual.

Proof. According to Definition 3, s((zi, v))
(1) =

σ((zi, v)) = 1. According to Equation 2, argument
weights can only decrease and only when an argument is
attacked. According to Definition 4, attacks are only defined
towards attribute-value pairs of the queried individual. If
s((zi, v))

ε < 1, then (zi, v) must have been attacked, and
hence (zi, v) is in the queried individual.

Proposition 2. Assume the queried individual e0 has the
same classification as all of its similar individuals. Let ai
be the attribute-value pair (zi, vi), such that vi = v(e0, zi),
then s(ai)

ε = σ(ai) = 1.

Proof. Let the argument aj be an attribute-value pair
(zj , vj), such that vj = v(e0, zj). According to Defini-
tion 4, an attack is added into aj , only when the classi-
fication of e0 is different to the classification of a similar
individual ei. Since the classification of e0 is the same as
that of all of its similar individuals, there will be no at-
tacks into any such aj , and hence according to Equation 2,
s(aj)

n+1 = s(aj)
1 = s(aj)

ε, for all 1 ≤ j ≤ p, n ≥ 0.

Proposition 2 shows that when the classification of the
queried individual e0 matches the classifications of its simi-
lar individuals, no attribute-value pair is singled-out in e0.
Proposition 3. Assume there is only one attribute z for
which all positively-classified similar individuals have a dif-
ferent value than the queried individual and all other at-
tributes have the same values for all individuals. Let a be the
attribute-value pair (z, v(e0, z)), then s(a)ε < 1, s(a)ε =
minb∈A{s(b)ε)}} and for all b ∈ {A \ a}, s(b)ε = 1.

Proof. According to Definition 4, (z, v(e0, z)) is attacked
by all attribute values in all positively-classified similar in-
dividuals. Since all other attribute-value pairs are the same,
then (z, v(e0, z)) is the only argument that is attacked.

According to Equation 2, s(a)n+1 only decreases if
{b | (b, a) ∈ R} ̸= ∅ thus only (z, v(e0, z)) can have fi-
nal weight less than 1 (all other final weights remaining un-
changed, i.e. equal to 1). Hence, s(a)ε is the minimum value
and identified as the only possible explanation for the nega-
tive classification.

4 Evaluation
We conduct our analysis with experiments on the
Adult (Becker and Kohavi 1996) and the Bank Marketing
(Moro, Rita, and Cortez 2012) datasets, commonly used in
the fairness literature. Further, we introduce bias to the Adult
dataset to illustrate our method identifies bias as expected.

Attribute value + labels − labels % of − labels

se
x Male 9539 20,988 69%

Female 1669 13,026 89%

ra
ce

White 10,207 28,696 74%
Black 534 3694 87%
AsianPacIslander 369 934 72%
AmerIndianEskimo 53 382 88%
Other 45 308 87%

Table 2: Prevalence of positive and negative labels for dif-
ferent protected attribute values in the Adult dataset.

Experiments on Real Data
We cannot easily compare our results to existing fairness
metric values or bias detection methods as we focus on the
reasons for a classification, as described in Section 3, which
provides the basis for explaining a classification. We envi-
sion our method being employed to identify possible bias in
an individual’s classification (see Example 1), rather than for
a group of individuals. Nonetheless, we offer some results to
showcase the efficacy of our approach.

To be able to show meaningful results, we first provide
a qualitative data analysis of the Adult and Bank Market-
ing datasets, with a focus on their protected attributes, even
though our method does not require their specification. We
then provide the results of our experiments.4.

Qualitative data analysis The original Adult dataset has
48,842 instances. We pre-process to remove instances with
null values to result in 45,222 instances. For this dataset, the
attributes sex and race are identified as protected through-
out the literature (Le Quy et al. 2022). Table 2 shows the
prevalence of positive and negative labels for the values of
these attributes. A negative (positive) label represents the
fact that an individual’s income is below (above) $50K, re-
spectively. The percentage of negative labels is the propor-
tion of individuals in a group with a negative label out of all
individuals in that group. Table 2 shows there is a greater
percentage of negative labels for females than males and
for non-white individuals (except AsiaPacIslander) com-
pared to white individuals.

The Bank Marketing dataset has 45,211 instances and the
attributes age and marital are identified as protected. We
pre-process the dataset to categorise the attribute age into
two groups corresponding to the protected groups identified
in the literature (Le Quy et al. 2022). Specifically, converting
the attribute value of age to Y oungOrOld where it is less
than 25 or greater than 60 and MidAge otherwise.

It is not as clear what a positive label is for this dataset.
We define a positive (negative) label as representing individ-
uals that have not (have) subscribed to a term deposit. As
previously mentioned, we could easily adapt our method to
identify bias with respect to a positive classification. Table 3
shows the prevalence of positive and negative labels for the
values of these attributes.

For the attribute age, individuals with value

4The code is available here: https://github.com/maddiewaller/
IdentifyingReasonsForBias
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Attribute value + labels − labels % of − labels
ag

e MidAge 38,634 4580 11%
YoungOrOld 1288 709 36%

m
ar

ita
l Married 24,459 2755 10%

Single 10,878 1912 15%
Divorced 4585 622 12%

Table 3: Prevalence of positive and negative labels for differ-
ent protected attribute values in the Bank Marketing dataset.

Y oungOrOld are considered in the protected group,
whereas the individuals with value MidAge are not. For the
attribute marital, non-married individuals with the values
of single or divorced are considered in the protected group,
whereas married individuals are not. Table 3 shows that
there is a greater percentage of negative labels for young
or old individuals than mid-age individuals, and for single
and divorced individuals compared to married individuals,
however the percentage of negative labels does not vary
greatly for marital.

Setup For our experiments, we pre-process the Adult
dataset as before by removing null values. Additionally we
remove the attributes fnlwgt5 and education-num6. We
then apply the same numerical attribute categorisation as
outlined by Le Quy et al. (2022) to both datasets. This aligns
with our similarity definition in Section 3 and ensures mean-
ingful argument representations.

To evaluate our method, we split our pre-processed
datasets into training (80%) and test (20%) partitions and
train a logistic regression classifier on the training sets.
We chose logistic regression because it is the most com-
mon classification model used to evaluate bias mitigation
methods (Hort et al. 2022). However, our method is model-
agnostic and can be applied with any classifier.

We took as queried individuals every individual with a
negative classification from our test sets amounting to 7,252
and 1,253 individuals for the Adult and Bank Marketing
datasets, respectively. We then selected the 5 most similar
individuals in the test data using a Ball-tree clustering al-
gorithm as defined in Section 3.7 This allowed us to collate
groups of individuals such as those in Table 1 and use Defi-
nitions 2 – 4 to construct the weighted argumentation graph
such as in Figure 1. We then calculated the strengths of the
attacks according to Definition 5 and used the Hbs semantics
(Equation 2) to find the weakest arguments in the graphs.

We tested varying convergence thresholds (ε) for approx-
imating final weights, as in Equation 2. We chose ε = 0.01;
smaller values did not impact weakest argument identifica-
tion but increased computation time. Larger ε values led
to imprecise weight approximations that could not reliably
identify the weakest arguments. All approximated weights

5fnlwgt represents a weighting of how many individuals an
instance represents and is not a feature of an individual (commonly
removed from the dataset (Kamiran and Calders 2011)).

6education-num is equivalent to education-level which is al-
ready included in the dataset.

7In our experiments, the KD clustering algorithm had similar
performance to Ball-tree clustering.

Dataset Train Test Accuracy F1

Adult 36177 9045 85% 66%
Bank Marketing 36169 9042 72% 82%

Table 4: Number of instances in the train and test set for the
Adult and Bank Marketing datasets, with classifier perfor-
mance statistics.

Attribute value Count (proportion)

se
x Male 130 (1.8%)

Female 595 (8.2%)

ra
ce

White 86 (1.2%)
Black 245 (3.4%)
AsianPacIslander 64 (0.9%)
AmerIndianEskimo 28 (0.4%)
Other 21 (0.3%)

Table 5: Count (and proportion) of attribute values being the
weakest argument in queried individuals (Adult).

are rounded to two decimal places, treating two argument
weights as equal if their rounded values match.

As shown by Proposition 2, if all similar individuals have
the same (negative) classification as a queried individual, the
final weights of all arguments are 1 and hence the queried
individual has been treated consistently with respect to the
similar individuals. Otherwise the weakest arguments will
correspond to the attribute-value pairs contributing the most
to the negative classification.

Results on Adult dataset Table 5 shows the count and
proportion where a protected attribute value was amongst
the weakest arguments in the graph. Furthermore, 70% of
the queried individuals are consistent with the similar indi-
viduals, meaning all similar individuals are also classified
negatively. Our method identified 8.2% of queried individu-
als of which (sex, Female) contributed the most to the neg-
ative classification, thus identifying bias against these indi-
viduals. As expected from the prevalence of negative labels
for females versus males, this is greater than the proportion
of (sex,Male) contributing the most to the negative classi-
fication. This detects individuals who were given a negative
classification unfairly based on the attribute values Male or
Female, highlighting a benefit of our method in not requir-
ing to specify the protected group before deployment.

Similarly, Table 5 shows that (race,Black) was identi-
fied as the attribute-value contributing the most to the nega-
tive classification in 159 more cases than the attribute-value
(race,White). Summing the proportions for all values of
race that are not equal to White, we obtain 5.0%, showing
that there are a greater percentage of non-white individuals
being negatively-classified due to their value of race than
white individuals.

Results on Bank Marketing dataset Table 6 shows the
count and proportion of the weakest arguments for all the
protected attribute values. Furthermore, 21% of the queried
individuals are consistent with similar individuals, hence all
similar individuals are also classified negatively.

Our method identifies 8.9% of queried individuals of

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

21669



Attribute value Count (proportion)

ag
e MidAge 14 (1.1%)

YoungOrOld 112 (8.9%)

m
ar

ita
l Married 59 (4.7%)

Single 68 (5.4%)
Divorced 51 (4.0%)

Table 6: Count (and proportion) of attribute values being the
weakest argument in queried individuals (Bank Marketing).

which (age, Y oungOrOld) contributes the most to the neg-
ative classification, thus identifying bias against these indi-
viduals. As expected from the prevalence of negative labels
for MidAge versus Y oungOrOld, this is less than the pro-
portion of (age,MidAge) contributing the most to the neg-
ative classification.

The counts of weakest arguments for various marital val-
ues exhibit no significant difference, much like the propor-
tion of negative labels for each group in the original dataset.

Experiments were run on a MacBook Pro with 32GB
RAM and 10 CPU cores. Computing the final weights for
all of the queried individuals for each dataset took under 2
minutes, showing our method is scalable to many queried
individuals (see Amgoud, Doder, and Vesic (2022) for a dis-
cussion on the complexity of the Hbs semantics).

Experiments on Adapted Data
To provide evidence our method detects bias as expected,
we add an attribute bias-attr to the test set of the Adult
dataset, which we first pre-process as previously described.
The attribute bias-attr takes value 0 or 1, each with prob-
ability 0.5. We then fix the classifier f : E → Y such that
f(e) = v(e, bias-attr).

We hypothesise that all queried individuals will either be
consistent with their similar individuals, i.e. there is no dif-
ference in classifications between a queried individual and
its similar individuals, or bias-attr = 0 will be identified
as contributing the most to the negative classification of the
queried individual.

Results Our method correctly identifies that, for all
negatively-classified queried individuals where at least
one of the similar individuals is positively-classified,
bias-attr = 0 is amongst the weakest arguments and there-
fore identified as contributing the most to the negative clas-
sification, i.e. bias-attr = 0 is amongst the weakest argu-
ments in our constructed argumentation graph. This is the
case for 56.4% of the queried individuals. The other 43.6%
of individuals were consistent with similar individuals thus
no bias was detected. This highlights a limitation of indi-
vidual fairness — if all similar individuals have the same
classification, there is no bias identified as they are treated
the same, even if that they are all classified negatively due
to a particular attribute value. By increasing the number of
similar individuals we consider, we tend towards group fair-
ness and the proportion of consistent queried individuals de-
creases. For example, running the experiments with 10 simi-
lar individuals, we identify 76.8% of queried individuals for

which the reason for the classification is bias-attr = 0 and
85.3% with 15 similar individuals.

Our method correctly identifies the attribute value that
contributes to the negative classification for all individu-
als that have at least one similar individual with a differ-
ent classification. Ideally, dataset curation should prioritise
minimising strong correlations between protected attributes
and labels. This can be achieved through the implementation
of bias mitigation techniques that emphasise group fairness.
Assuming this precondition, our method excels in uncover-
ing less obvious biases associated with individual fairness,
which is often overlooked in practice.

5 Conclusion & Future Work
In this paper, we proposed a novel argumentation-based
method for finding why an individual is classified differently
from similar individuals, to be able to identify bias in re-
lation to individual fairness. Our method is model-agnostic
and does not require access to labelled data or the specifica-
tion of protected characteristics.

We construct a quantitative argumentation framework
based on the relationships between attribute-value pairs of
a queried individual and its similar individuals. The argu-
mentation framework can be used to extract an explanation
for the classification of the queried individual compared to
its neighbours, thus offering a transparent representation of
the reasons for a classification, which is applicable to any
machine learning classifier. We evaluated our method on the
two most commonly used datasets in the fairness literature.
Our results demonstrate a correlation between the attribute-
value pairs detected by our method and the prevalence of
protected attributes in the original dataset. In addition, we
introduced synthetic bias into the Adult dataset and showed
that our method correctly identified the attribute-value pairs
artificially responsible for the classification.

Identifying the reasons for an individual’s black-box bi-
nary classification is the first step to creating more transpar-
ent methods whose results can be better explained to users,
hence increasing the trustworthiness of the classification.

There are multiple avenues for future work. Although we
identified the reasons for bias in the datasets analysed, we
would like to extend our experiments to cover other datasets
and ensure that the current semantics is sufficiently fine-
grained to identify potential more subtle causes for bias. In
addition, we plan to employ alternative definitions of indi-
vidual similarity and consider and compare the results ob-
tained using different argumentation semantics. Future work
also includes the development of templates that can be in-
stantiated with more intelligible explanations in natural lan-
guage rather than the current identification of attribute-value
pairs, thus allowing better understanding of the explanations
by end-users.
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