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Abstract

Large Language Models (LLMs) have achieved unprece-
dented breakthroughs in various natural language process-
ing domains. However, the enigmatic “black-box” nature of
LLMs remains a significant challenge for interpretability,
hampering transparent and accountable applications. While
past approaches, such as attention visualization, pivotal sub-
network extraction, and concept-based analyses, offer some
insight, they often focus on either local or global explana-
tions within a single dimension, occasionally falling short in
providing comprehensive clarity. In response, we propose a
novel methodology anchored in sparsity-guided techniques,
aiming to provide a holistic interpretation of LLMs. Our
framework, termed SparseCBM, innovatively integrates spar-
sity to elucidate three intertwined layers of interpretation: in-
put, subnetwork, and concept levels. In addition, the newly
introduced dimension of interpretable inference-time inter-
vention facilitates dynamic adjustments to the model during
deployment. Through rigorous empirical evaluations on real-
world datasets, we demonstrate that SparseCBM delivers a
profound understanding of LLM behaviors, setting it apart in
both interpreting and ameliorating model inaccuracies. Codes
are provided in supplements.

Introduction
The advent of Large Language Models (LLMs) has captured
the intricacies of language patterns with striking finesse, ri-
valing, and at times, surpassing human performance (Zhou
et al. 2022; OpenAI 2023). However, their laudable suc-
cess story is shadowed by a pressing concern: a distinct lack
of transparency and interpretability. As LLMs burgeon in
complexity and scale, the elucidation of their internal mech-
anisms and decision-making processes has become a daunt-
ing challenge. The opaque “black-box” characteristics of
these models obfuscate the transformation process from in-
put data to generated output, presenting a formidable bar-
rier to trust, debugging, and optimal utilization of these po-
tent computational tools. Consequently, advancing the in-
terpretability of LLMs has emerged as a crucial frontier in
machine learning and natural language processing research,
aiming to reconcile the dichotomy between superior model
performance and comprehensive usability.

Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Figure 1: The illustration includes: (a) Attention visual-
ization provides a localized, attention-driven explanation.
While insightful, this might be less decipherable or intuitive
for users outside the realm of computer science. (b) CBMs
deliver a broader, concept-level understanding, resonating
naturally with human cognition. However, they sometimes
miss out on the nuanced, granular insights of the LLM’s
workings. (c) SparseCBMs outline a holistic decision path-
way for each input, seamlessly progressing from tokens, via
pertinent subnetworks and concepts, to the final task label.
This approach marries the strengths of both local and global
explanations, addressing their respective shortcomings.

The spectrum of interpretability solutions for language
models can be broadly bifurcated into two categories. ❶ Ini-
tial approaches predominantly leverage local explanations,
employing techniques such as visualization of attention
weights (Galassi, Lippi, and Torroni 2020), probing of fea-
ture representations (Mishra, Sturm, and Dixon 2017; Lund-
berg and Lee 2017), and utilization of counterfactuals (Wu
et al. 2021; Ross, Marasović, and Peters 2021), among oth-
ers. These methods focus on providing explanations at gran-
ular levels, such as individual tokens, instances, neurons, or
subnetworks, as exemplified in Figure 1 (a). While these
low-level explanations offer a degree of reliability, they of-
ten sacrifice readability and intuitiveness (Losch, Fritz, and
Schiele 2019), thereby constraining their practical applica-
bility. ❷ More recently, researchers have tended to global
explanations, such as concept-based analyses that inherently
resonate with human cognition (Wang et al. 2023a; Abraham
et al. 2022). For instance, one recent work (Tan et al. 2023)
incorporates Concept Bottleneck Models (CBMs) (Koh et al.
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2020) into pretrained language models, leading to an im-
pressive “interpretability-utility” Pareto front. Figure 1 (b)
exemplifies this for sentiment analysis tasks, where human-
intelligible concepts like “Food”, “Ambiance”, and “Ser-
vice” correspond to neurons in the concept bottleneck layer.
The final decision layer is designed as a linear function
of these concepts, rendering the decision rules easily un-
derstandable. However, these methods excessively focus on
global explanations. The underlying reasoning between
raw input and concepts remains unclear.

To address these limitations, our work champions a holis-
tic interpretation of LLM predictions. We unveil Spar-
seCBM, an evolved CBM variant that melds the complemen-
tary “strengths” of local and global explanations, thereby
addressing the individual “weaknesses” of each. This con-
fluence is born from rigorous sparsity-guided refinement de-
signed specifically for LLMs, as depicted in Figure 1 (c).
Concretely, SparseCBM iteratively prunes the LLM back-
bone guided by a joint objective of optimizing for both con-
cept and task labels until the desired sparsity level is accom-
plished. This exercise distills the LLM into distinct yet in-
terconnected subnetworks, each corresponding to a prede-
fined concept. As such, SparseCBM provides a comprehen-
sive and intelligible decision-making pathway for each input
text, tracing from tokens through subnetworks and concepts,
ultimately leading to the final task label.

Another unique feature is that, SparseCBMs allow inter-
pretable inference-time intervention (Koh et al. 2020; Li
et al. 2023a). The inherent sparsity-driven structure of Spar-
seCBM allows it to adjust its internal parameters dynami-
cally, based on the context of the input. In practical terms,
this means that, during inference, SparseCBM can identify
potential areas of ambiguity or misconception, and proac-
tively modify its internal decision-making routes without a
full-scale retraining. This “on-the-fly” adaptability not only
enhances prediction accuracy but also offers users a window
into how the model adjusts its reasoning in real time. By
making these modifications both accessible and understand-
able, SparseCBM bridges the common chasm between in-
terpretability and agility for LLMs. This real-time decision
pathway modification, stands as a beacon for fostering trust
and facilitating more nuanced human-model interactions. In
summary, SparseCBM carries the following advantages:

• Empirical Validation: Our experiments reveal that Spar-
seCBM enables interpretability at the token, subnetwork,
and concept levels, creating a synergy that surpasses the
mere aggregation of these elements.

• Superior Performance: SparseCBM demonstrates state-
of-the-art performance on conventional benchmarks,
both in terms of concept and task label predictions.

• Metacognitive Inference-Time Intervention: Compared
to vanilla CBMs, SparseCBM exhibits a unique ca-
pability for efficient and interpretable inference-time
intervention. By subtly modulating internal sparsity,
SparseCBM learns to sidestep known pitfalls. This
property bolsters user trust in SparseCBMs and, by
extension, LLMs.

Related Work
Interpreting Language Models
Research on the interpretability of language models has been
robust, with previous work focusing on visualization of hid-
den states and attention weights in transformer-based mod-
els (Vig 2019; Galassi, Lippi, and Torroni 2020). These tech-
niques, while valuable, often provided granular insights that
were not easily interpretable at a high level. Feature im-
portance methods like LIME (Ribeiro, Singh, and Guestrin
2016) and SHAP (Lundberg and Lee 2017) provided valu-
able insights into how each input feature contributes to the
prediction, but still fail to offer a global understanding of the
model behavior, and often lack intuitiveness and readability.

The advent of concept-based interpretability has marked
a significant development, offering more global, high-level
explanations (Koh et al. 2020; Abraham et al. 2022; Wang
et al. 2023a). Concept Bottleneck Models (CBMs) (Koh
et al. 2020; Oikarinen et al. 2023) which incorporate a con-
cept layer into the model, have gained traction recently (Tan
et al. 2023). CBMs are trained with task labels and concept
labels either independently, sequentially, or jointly. This de-
sign enables inference-time debugging by calibrating the ac-
tivations of concepts. Yet, current CBMs are deficient in
their ability to offer granular interpretations, and inference-
time interventions remain incapable of altering the language
model backbone, leading to recurrent errors. On the other
hand, the interpretability of LLMs remains a less explored
area. Although some progress has been made, such as guid-
ing LLMs to generate explanations for their predictions us-
ing finely tuned prompts (Li et al. 2022), the reliability of
these explanations remains questionable. In summary, a reli-
able method facilitating holistic insights into model behavior
is still wanting. In response, our work advances this field by
introducing SparseCBM, a holistic interpretation framework
for LLMs that tackles both local and global interpretations,
thus enhancing the usability and trustworthiness of LLMs.

Sparsity Mining for Language Models
Sparsity-driven techniques, often associated with model
pruning, form an energetic subset of research primarily in
the pursuit of model compression. At their core, these meth-
ods focus on the elimination of less influential neurons while
retaining the more critical ones, thereby sustaining optimal
model performance (LeCun, Denker, and Solla 1990a; Han,
Mao, and Dally 2016; Han et al. 2015; LeCun, Denker,
and Solla 1990b; Liu et al. 2017; He, Zhang, and Sun
2017; Zhou, Alvarez, and Porikli 2016). Contemporary re-
search has shed light on the heightened robustness of pruned
models against adversarial conditions, such as overfitting
and distribution shifts. Typical pruning methods for lan-
guage models encompass structured pruning (Michel, Levy,
and Neubig 2019), fine-grained structured pruning (Lagu-
nas et al. 2021), and unstructured pruning (Gale, Elsen, and
Hooker 2019). In brief, unstructured pruning removes in-
dividual weights in a network, leading to a sparse matrix,
structured pruning eliminates entire structures like neurons
or layers for a dense model, while fine-grained structured
pruning prunes smaller structures like channels or weight
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vectors, offering a balance between the previous two. We
direct the readers to the benchmark (Liu et al. 2023) for a
comprehensive overview. In our case, we focus on unstruc-
tured pruning for its effectiveness and better interpretability.

Recently, studies have underscored the interpretability af-
forded by sparse networks (Subramanian et al. 2018). For in-
stance, Meister et al. (2021) delve into the interpretability of
sparse attention mechanisms in language models, Liu et al.
(2022) incorporate sparse contrastive learning in an ancillary
sparse coding layer to facilitate word-level interpretability,
and Oikarinen et al. (2023) demonstrate that a sparsity con-
straint on the final linear predictor enhances concept-level
interpretation of CBMs. Despite their effectiveness, these
frameworks restrict sparsity to a handful of layers, leading
to unidimensional interpretability that falls short of the de-
sired comprehensiveness. In contrast, our proposed frame-
work, SparseCBM, imposes sparsity across the entire LLM
backbone, enabling holistic interpretation at the token, sub-
network, and concept levels.

Methodology
Preliminary: Concept Bottleneck Models for
Language Models
Problem Setup. In this study, we aim to interpret
the predictions of fine-tuned Large Language Models
(LLMs) in text classification tasks. Given a dataset D =
{(x(i), y(i), c(i))Ni=1}, we consider an LLM fθ that encodes
an input text x ∈ RD into a latent representation z ∈ RE ,
and a linear classifier gϕ that maps z into the task label y.

Incorporate Concept Bottlenecks for Large Language
Models. Our architecture mainly follows Tan et al. (2023).
Instead of modifying LLM encoders, which could signifi-
cantly affect the quality of the learned text representation,
we introduce a linear layer with sigmoid activation pψ . This
layer projects the learned latent representation z ∈ RE into
the concept space c ∈ RK , resulting in a pathway rep-
resented as x → z → c → y. Here, we allow multi-
class concepts for more flexible interpretation. For conve-
nience, we represent CBM-incorporated LLMs as LLM-
CBMs (e.g., BERT-CBM). LLM-CBMs are trained with two
objectives: (1) align concept prediction ĉ = pψ(fθ(x)) to
x’s ground-truth concept labels c, and (2) align label predic-
tion ŷ = gϕ(pψ(fθ(x))) to ground-truth task labels y. We
mainly experiment with our framework optimized through
the joint training strategy for its significantly better perfor-
mance, as also demonstrated in Tan et al. (2023). Jointly
training LLM with the concept and task labels entails learn-
ing the concept encoder and label predictor via a weighted
sum, Ljoint, of the two objectives:

θ∗,ψ∗,ϕ∗ = argmin
θ,ψ,ϕ

Ljoint(x, c, y)

= argmin
θ,ψ,ϕ

[LCE(gϕ(pψ(fθ(x), y)

+ γLCE(pψ(fθ(x)), c)].

(1)

It’s worth noting that the LLM-CBMs trained jointly are sen-
sitive to the loss weight γ. We set the default value for γ as

5.0 for its better performance (Tan et al. 2023). Despite the
promising progress having been made, present LLM-CBMs
typically train all concepts concurrently, leading to inter-
twined parameters for concept prediction, making the pro-
cess less transparent and hampering targeted intervention.

SparseCBMs
To address the aforementioned issue, the goal of this paper is
to provide a holistic and intelligible decision-making path-
way for each input text, tracing from tokens through sub-
networks and concepts, ultimately leading to the final task
label. To this end, we introduce SparseCBM, a pioneering
framework capable of unraveling the intricate LLM archi-
tectures into a number of concept-specific subnetworks. Our
approach not only outperforms conventional CBMs in con-
cept and task label prediction performance but also proffers
enhanced interpretation concerning neuron activations, for
instance, illuminating which weights inside the LLM back-
bone play pivotal roles in learning specific concepts.

Our framework starts with decomposing the joint opti-
mization defined in Eq. (1) according to each concept ck,
which is formulated as follows:
θ∗,ψ∗,ϕ∗ = {(θ∗k)Kk=1}, {(ψ∗

k)
K
k=1}, {(ϕ∗

k)
K
k=1}

= argmin
θ,ψ,ϕ

K∑
k=1

Ljoint(x, ck, y).

= argmin
θ,ψ,ϕ

K∑
k=1

[LCE(gϕk
(pψk

(fθ(x), y)

+ γLCE(pψk
(fθ(x)), ck)],

(2)

where ϕk,ψk are the weights of the kth parameter of the
projector and classifier, and θk is the subnetwork specific
for the concept ck, which is explained later. Since both of
them are comprised of a single linear layer (with or with-
out the activation function), the involved parameters for ck
can be directly indexed from these models and are self-
interpretable (Koh et al. 2020; Tan et al. 2023).

The remaining task is to excavate concept-specific subnet-
works for each concept from the vast architecture of Large
Language Models (LLMs). The guiding intuition behind this
strategy is to perceive the prediction of concept labels as in-
dividual classification tasks, ones that should not strain the
entirety of pretrained LLMs given their colossal reserves of
knowledge encapsulated in multi-million to multi-billion pa-
rameters. We propose an unstructured pruning of the LLM
backbone for each concept classification task, such that dis-
tinct pruned subnetworks are accountable for different con-
cepts while preserving prediction performance.

Holistic and Intelligible Decision-making Pathways.
We leverage unstructured pruning strategies to carve out
concept-specific subnetworks within the LLM backbones.
The noteworthy edge of such unstructured pruning strategies
lies in their ability to engender weight masks in accordance
with the weight importance. Such masks naturally can offer
an immediate and clear interpretation. Concretely, we intro-
duce a 0/1 weight mask Mk for each corresponding subnet-
work. Consequently, the weights of each subnetwork can be
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represented as θMk
=Mk⊙θ∗, representing the Hadamard

(element-wise) product between the LLM weights θ∗ ∈ RL
and the weight maskMk ∈ {0, 1}L for the concept ck.

With well-optimized {(M)Kk=1}, during inference, the
decision-making pathway can be represented as:

ŷ =
K∑
k=1

ϕ∗
k ·σ(ψ∗

k ·fθMk
(x)) =

K∑
k=1

ϕ∗
k ·σ(ψ∗

k ·fM⊙
k θ

∗(x)),

(3)
where σ(·) is the sigmoid activation function of the projec-
tor. This decision-making pathway defined in Eq. (3) fac-
torizes the parameters of the SparseCBM, and can be opti-
mized through one backward pass of the discomposed joint
loss defined in Eq. (2) with θ∗k = θMk

. Importantly, we
posit that such decision-making pathways can deliver holis-
tic explanations for the model’s predictions. For instance, by
scrutinizing the weights in the classifier gϕ and the concept
activation post the σ function, we can get a concept-level
explanation regarding the importance of different concepts.
Also, visualizing each subnetwork mask Mk will furnish
a subnetwork-level comprehension of neuron behavior and
its importance in acquiring a specific concept and forming
predictions. Additionally, the study of the gradient of input
tokens in masked concept-specific subnetworks can provide
more accurate token-concept mapping. Notably, our exper-
iments demonstrate that SparseCBMs, in addition to pro-
viding multi-dimensional interpretations, can match or even
surpass their dense counterparts in performance on both con-
cept and task label prediction. Another unique feature of
SparseCBMs lies in that, the weight masks {(Mk)

K
k=1} en-

gendered by unstructured pruning facilitates the process of
efficient and interpretable Sparsity-based Inference-time In-
tervention, which is expounded later.

Concept-Induced Sparsity Mining. Next, we elaborate
on how to compute those sparsity masks, given an optimized
LLM backbone. A second-order unstructured pruning (Has-
sibi and Stork 1992; Kurtic et al. 2022) for LLMs has been
incorporated. Initially, the joint loss L (we omit the subscript
joint for brevity in subsequent equations) can be expanded
at the weights of subnetwork θMk

via Taylor expansion:

L(θMk
) ≃ L(θ∗) + (θMk

− θ∗)⊤∇L(θ∗)

+
1

2
(θMk

− θ∗)⊤HL(θ
∗)(θMk − θ∗),

(4)

where HL(θ
∗) stands for the Hessian matrix of the decom-

posed joint loss at θ∗. Since θ∗ is well-optimized, we as-
sume ∇L(θ∗) ≈ 0 as the common practice (Hassibi and
Stork 1992; Kurtic et al. 2022). Then, the change in loss af-
ter pruning can be represented as:

∆L(∆θ) = L(θMk
)− L(θ∗) ≃ 1

2
∆θ⊤HL∆θ, (5)

where, ∆θ = θMk
− θ∗ signifies the change in LLM

weights, that is, pruned parameters. Given a target sparsity
s ∈ [0, 1), we seek the minimum loss change incurred by
pruning. In our case, the default sparsity is designed as:
s ≥ 1− 1

K , implying each subnetwork contains a maximum
of 1

K parameters in the dense counterpart. Ideally, we desire

separate parameters in the LLM backbone to ensure optimal
interpretability. Then, the problem of computing the sparsity
masks can be formulated as a constrained optimization task:

min
∆θ

1

2
∆θ⊤HL(θ

∗)∆θ,

s.t. e⊤b ∆θ + θb = 0, ∀b ∈ Q,

(6)

where eb denotes the bth canonical basis vector of the block
of weights Q to be pruned. This optimization can be solved
by approximating the Hessian at θ∗ via the dampened empir-
ical Fisher information matrix (Hassibi and Stork 1992; Kur-
tic et al. 2022). Hence, we can derive the optimized concept-
specific masks {(Mk)

K
k=1}. More details are in Appendix C.

Sparsity-based Inference-time intervention. Spar-
seCBMs also exhibit the capability to allow inference-time
concept intervention (a trait inherited from CBMs), thus en-
abling more comprehensive and user-friendly interactions.
SparseCBMs allow modulation of the inferred concept
activations: â = σ(pϕ(fθ(x))). There are two straightfor-
ward strategies for undertaking such intervention. The first
option is the oracle intervention (Koh et al. 2020), where
human experts manually calibrate the concept activations
â and feed them into the classifier. Despite its apparent
simplicity, oracle intervention directly operates on concept
activations and, therefore, cannot fix the flawed mapping
learned by the LLM backbone. As a consequence, the
model will replicate the same error when presented with the
same input. Meanwhile, another strategy involves further
fine-tuning the LLM backbone on the test data. However,
this approach is not only inefficient but also has a high risk
of leading to significant overfitting on the test data. Those
limitations present a barrier to the practical implementation
of CBMs in high-stakes or time-sensitive applications.

As a remedy, we further propose a sparsity-based inter-
vention that is self-interpretable and congruent with Spar-
seCBMs. It helps LLMs to learn from each erroneously
predicted concept during inference time, while preserving
overall performance. The core idea is to subtly modify the
concept-specific masks for the LLM backbone when a mis-
predicted concept is detected. Specifically, parameters of the
LLM backbone fθ, projector pψ , and the classifier gϕ are
frozen, while the concept-specific masks {(Mk)

K
k=1} is kept

trainable. During the test phase, if a concept prediction ĉk for
an input text x is incorrect, we acquire the gradient Gk(x)
for the corresponding subnetwork fθMk

, and modulate the
learned maskMk accordingly.

Inspired by Evci et al. (2020); Sun et al. (2023), we de-
fine the saliency scores for LLM parameters by the l2-norm
of the product of the gradient of the mask and the parame-
ter weights: S = ∥Gk(x) · θ∗∥. Subsequently, we perform
the following two operations based on the saliency scores:
(1) Drop a proportion of r unpruned weights with the low-
est saliency scores: argminr·|θ|m Sm, ∀m ∈ |θMk

|. (2) Grow
a proportion of r pruned weights with the highest saliency
scores: argmax

r·|θ|
m Sm, ∀m ∈ |θ \ θMk

|. Here m refers to
the parameter index of the LLM backbone. By dropping and
growing an equal number of parameters, the overall spar-
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Dataset CEBaB (5-way classification)

Train/Dev/Test 1755 / 1673 / 1685

Concept

Concept Negative Positive Unknown

Food 1693 (33%) 2087 (41%) 1333 (26%)
Ambiance 787 (15%) 994 (20%) 3332 (65%)

Service 1249 (24%) 1397 (27%) 2467 (49%)
Noise 645 (13%) 442 (9%) 4026 (78%)

Dataset IMDB-C (2-way classification)

Train/Dev/Test 100 / 50 / 50

Concept

Concept Negative Positive Unknown

Acting 76 (38%) 66 (33%) 58 (29%)
Storyline 80 (40%) 77 (38%) 43 (22%)
Emotion 74 (37%) 73 (36%) 53 (27%)

Cinematography 118 (59%) 43 (22%) 39 (19%)

Table 1: Statistics of experimented datasets and concepts.

sity s of the LLM backbone remains unchanged. This mask-
level intervention is further optimized through the decom-
posed joint loss Ljoint defined in Eq. (2). Note that r is set
as a relatively small value (e.g., 0.01) to compel the model to
retain the overall performance while learning from the mis-
take. Our experiments validate that the proposed sparsity-
based intervention can effectively enhance inference-time
accuracy without necessitating training of the entire LLM
backbone. Also, the intervened parameters provide insight
into the parameters that contributed to each misprediction.

Experiments
Experimental Setup
Datasets. Our experiments are conducted on two widely-
used real-world datasets: CEBaB (Abraham et al. 2022)
and IMDB-C (Tan et al. 2023). Each of them is a text-
classification dataset comprised of human-annotated con-
cept and task labels. Their statistics are presented in Table 1.

LLM backbones. In this research, we primarily consider
two widely-recognized, open-source lineages of pretrained
LLMs: the BERT-family models (Devlin et al. 2018; Liu
et al. 2019; Sanh et al. 2019) and OPT-family models (Zhang
et al. 2022). Specially, we also include directly prompt-
ing GPT4 (OpenAI 2023) as a baseline to let it generate
concept and task labels for given texts. Even though be-
ing proprietary, GPT4 is widely regarded as the most capa-
ble LLM currently, so we choose it as the baseline back-
bone. For better performance, we obtain the representa-
tions of the input texts by pooling the embedding of all to-
kens. Reported scores are the averages of three independent
runs. Our work is based on general text classification im-
plementations. The PyTorch Implementation is available at
https://github.com/Zhen-Tan-dmml/SparseCBM.git.

Interpretability
Utility v.s. Interpretability. Table 2 presents the perfor-
mance of the concept and task label prediction:

Backbone Acc. / F1 CEBaB IMDB-C
Concept Task Concept Task

GPT4 Prompt 75.9/71.5 51.3/45.9 64.5/61.5 71.4/68.7

DistilBERT
Standard - 70.3/80.4 - 77.1/73.8

CBM 81.1/83.5 63.9/76.5 67.5/63.8 76.5/69.8
SparseCBM 82.0/84.0 64.7/77.1 68.4/64.3 76.9/71.4

BERT
Standard - 67.9/79.8 - 78.3/72.1

CBM 83.2/85.3 66.9/78.1 68.2/62.8 77.3/70.4
SparseCBM 83.5/85.6 66.9/79.1 69.8/65.2 76.5/71.6

RoBERTa
Standard - 71.8/81.3 - 82.2/77.3

CBM 82.6/84.9 70.1/81.3 69.9/68.9 81.4/79.3
SparseCBM 82.8/85.5 70.3/81.4 70.2/69.7 81.5/79.9

OPT-125M
Standard - 70.8/81.4 - 84.3/80.0

CBM 85.4/87.3 68.9/79.7 68.7/66.5 81.8/78.2
SparseCBM 86.2/88.0 68.9/79.8 70.0/67.4 82.6/79.9

OPT-350M
Standard - 71.6/82.6 - 86.4/83.5

CBM 87.8/89.4 69.9/80.7 72.6/70.5 84.5/82.4
SparseCBM 87.3/88.7 68.2/79.8 73.3/71.1 85.0/82.5

OPT-1.3B
Standard - 74.7/83.9 - 88.4/83.7

CBM 90.0/91.5 73.6/82.1 76.8/74.6 85.7/83.3
SparseCBM 89.9/91.6 73.8/82.6 76.4/74.7 86.6/83.9

Table 2: Comparisons of task accuracy and interpretability
using CEBaB and IMDB-C datasets with BERT-family and
OPT-family models as the backbones. Metrics for both task
and concept labels are Accuracy/Macro F1 in %. A score in
bold indicate that the SparseCBM under the current setting
outperforms its dense CBM counterpart.

• Multidimensional Interpretability: SparseCBMs stand
out by offering multidimensional interpretability without
compromising task prediction performance. In compar-
ison with standard LLMs (which are fine-tuned exclu-
sively with task labels), SparseCBMs grant concept-level
interpretability with only a slight dip in task prediction
accuracy. Impressively, SparseCBMs can match or even
outperform their dense CBM counterparts while provid-
ing multifaceted explanations that extend beyond mere
concepts. This underlines the potency of SparseCBMs in
striking a balance between interpretability and utility.

• Scalability with Larger LLM Backbones: The utiliza-
tion of larger LLMs within SparseCBMs leads to supe-
rior interpretability-utility Pareto fronts. This observation
validates our guiding hypothesis that predicting concept
labels should not strain the entirety of pretrained LLMs
as they are individual classification tasks. Larger LLMs,
being repositories of more knowledge through increased
parameters, facilitate easier pruning.

• Limitations of Direct Prompting: When directly
prompting LLMs, such as GPT4 (without fine-tuning on
the target datasets), to predict concept and task labels, the
resulting performance is noticeably inferior. This high-
lights the necessity of learning concepts and task labels
in target domains. Additionally, since LLMs’ task pre-
dictions are autoregressively generated and do not rely
entirely on the generated concepts, doubts arise regard-
ing the reliability of concept-level explanations.
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Explainable Prediction Pathways. The centerpiece of
this paper revolves around providing a transparent and in-
terpretive decision-making pathway for each input text vec-
tor x = [t1, t2, · · · , td, · · · , tD], where td, ∀d ∈ D de-
notes the tokens in the input text. SparseCBMs, at inference
time, unravel the following layers of understanding across
the decision-making trajectory:

1. Subnetwork-Level Explanation: Identification of spe-
cific neurons within the LLM backbones responsible for
corresponding concepts. This insight is achieved by vi-
sualizing individual binary subnetwork masksMk.

2. Token-Level Explanation: Detection of the tokens in-
strumental in shaping a particular concept. This analysis
is carried out by evaluating the gradient of each subnet-
work mask with respect to individual tokens ∥Gk(td)∥.

3. Concept-Level Explanation: Understanding the pre-
dicted concept labels ĉk and their contribution to the final
prediction. This is captured by computing the dot product
between each predicted concept activation and the corre-
sponding weight of the linear predictor: ϕk · âk.

A schematic representation of the decision-making process
for a representative example is provided in Figure 2, with
“Neg Concept” denoting negative concept values. Addi-
tional real-world examples are delineated in Appendix D.
Several interesting findings can be drawn from those results:

• Neural Responsibility Across Concepts: Various con-
cepts necessitate differing proportions of neurons in the
LLM backbone for learning. This resonates with our
ambition to demystify the “black-box” LLM backbones
by partitioning them into distinct subnetworks, each ac-
countable for an individual concept. Intriguingly, over-
laps exist among subnetworks, reflecting that strict dis-
entanglement constraints were not imposed on the back-
bone parameters. This opens avenues for future research
into entirely concept-wise disentangled LLM backbones.

• Holistic Decision Pathway: The SparseCBM frame-
work successfully crafts a comprehensive decision-
making path that navigates from tokens, through subnet-
works and concepts, culminating in the final task label.
This rich interpretability paves the way for unique in-
sights into practical applications. For instance, although

Figure 2: The illustration of a decision pathway of a toy ex-
ample from the SparseCBM framework with BERT as the
backbone. The binary weight masks for each concept is rep-
resented as a heatmap.

concepts like “Food” and “Ambiance” may carry identi-
cal positive values, the “Food” concept may wield greater
influence on the final task label. Additionally, careful ex-
amination of parameter masks can shed light on the root
causes behind mispredicted concepts, enabling effective
and interpretable interventions. We explore this topic fur-
ther in the subsequent section.

Inference-time Intervention
SparseCBMs distinguish themselves by enabling sparsity-
based inference-time intervention, compared to vannila
CBMs. This innovative feature creates a pathway for more
refined, user-centric interactions by subtly adjusting the
masks without the need for direct retraining of the LLM
backbone. The significance of this intervention approach lies
in its application to real-world scenarios where users often
find it easier to articulate broad concepts (e.g., food quality)
rather than precise sentiment scores or categorical labels.

Experimental Evaluation. To methodically evaluate this
intervention strategy, extensive experiments were conducted
on the CEBaB dataset, employing DistilBERT as the repre-
sentative LLM backbone. The insights gleaned from these
experiments apply consistently to other LLMs as well. Fig-
ure 3 provides a detailed comparison between concept and
task label predictions using SparseCBMs against a baseline,
where a vanilla DistilBERT is independently trained to clas-
sify concept or task labels. These baseline scores serve as a
theoretical upper bound for prediction accuracy, providing
a reliable and illustrative benchmark. This analytical explo-
ration not only validates the proposed sparsity-based inter-
vention’s efficacy in enhancing inference-time accuracy for
both concept and task predictions but also reveals its ele-
gance in execution. With minimal alterations to the underly-
ing model structure, remarkable improvements are achieved.
Even for a relatively small model, DistilBERT, the optimal
adjustment proportion is found to be a mere 1%, translating
to modifications in only 2% of the backbone parameters.

Robustness and Adaptability. These results shed light
on the broader applicability and resilience of sparsity-based
intervention across various contexts and domains. The ca-
pacity to implement such nuanced adjustments without the
resource-intensive process of retraining the entire model
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Figure 3: The results of Test-time Intervention. “NI” denotes
“no intervention”, “SI” denotes “Sparsity-based Interven-
tion”. (a) and (b) represent the results for concept and task
label prediction respectively. The x-axis indicates the pro-
portion (r) of the weights to perform the intervention.
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Figure 4: Illustration of the explainable prediction for a real-
world example from the IMDB-C dataset using OPT-350m
as the backbone. The brown boxes with dash lines indi-
cate the test-time intervention on corresponding concepts by
modulating the corresponding mask.M2 andM ′

2 denote the
parameter masks for the second concept, “Acting”, before
and after the intervention, respectively. We visualizeM ′

2 af-
ter seeing all test samples.

marks a substantial advancement toward more agile, re-
sponsive machine learning systems. This adaptability res-
onates with the growing demand for models that can quickly
adapt to ever-changing requirements without compromising
on performance or interpretability.

Case Study and Insights. To provide an in-depth illustra-
tion, a case study depicting the sparsity-based intervention
process is presented in Figure 4. This visualization eluci-
dates how the predicted label for the concept “Acting” can be
transformed from incorrect “ -” to correct “+”, subsequently
refining the final task label. But the insights run deeper:
by visualizing the parameter masks before (M2) and after
(M ′

2) the intervention, we expose the neural mechanics be-
hind the misprediction and the corrective strategy at the neu-
ron level. This ability to not only correct but also interpret
the underlying reasons for prediction errors enhances the
overall trustworthiness and usability of the model. In con-
junction with the experimental findings, this case study am-
plifies our understanding of the potential for sparsity-based
interventions, not merely as a method for model fine-tuning,
but as a principled approach towards more transparent and
adaptable AI systems.

Implication. The integration of sparsity-based inference-
time intervention within SparseCBMs represents a conflu-
ence of accuracy, flexibility, and interpretability. Through
careful experimentation and insightful case studies, this
work lays the groundwork for models that respond dynam-
ically to the needs of users, augmenting human-machine
collaboration in complex decision-making processes. It is
a promising step towards building AI models that are not
only more effective but also more aligned with the human-
centered objectives and ethical considerations of modern
machine learning applications.
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Figure 5: The performance of SparseCBMs across varying
LLM backbones in relation to the target sparsity s on the
CEBaB dataset. Solid lines delineate scores for concept label
predictions. Dashed lines capture those for task label predic-
tions. Notably, larger LLM backbones are adept at handling
increased sparsity without compromising on prediction effi-
cacy. Nonetheless, excessive pruning invariably impinges on
the performance across all LLM backbones.

Sensitivity Analysis on the Sparsity s

In Figure 5, we study the effect of target Large Language
Model (LLM) sparsity on concept and task prediction per-
formance across various LLM sizes. The results reveal an
interesting trend: larger LLMs tend to have a higher optimal
sparsity level compared to smaller ones. This is attributed
to the greater knowledge repository and higher redundancy
present in larger LLMs, allowing for more extensive prun-
ing without significant performance loss. However, a deli-
cate balance must be struck. While larger LLMs can accom-
modate more pruning, overdoing it may harm performance.
Identifying this balance remains an intriguing avenue for fu-
ture research, as well as investigating how different pruning
strategies interact with various tasks and data distributions.

Conclusion
In this study, we introduced Sparse Concept Bottleneck
Models (SparseCBMs), a novel method integrating the in-
terpretability of Concept Bottleneck Models (CBMs) with
the efficiency of unstructured pruning. By exploiting the
properties of second-order pruning, we constructed concept-
specific sparse subnetworks in a Large Language Model
(LLM) backbone, thereby providing multidimensional in-
terpretability while retaining model performance. Addition-
ally, we proposed a sparsity-driven inference-time interven-
tion mechanism that improves accuracy at inference time,
without the need for expensive fine-tuning LLMs. This inter-
vention mechanism effectively identifies the parameters that
contribute to each misprediction, enhancing interpretabil-
ity further. Through rigorous experiments, we demonstrated
that SparseCBMs match the performance of full LLMs
while offering the added benefits of increased interpretabil-
ity. Our work underscores the potential of sparsity in LLMs,
paving the way for further exploration of this intersection.
We envisage future investigations to refine the use of struc-
tured sparsity, such as group or block sparsity, to further en-
hance model transparency and efficiency.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

21625



Ethical Statement
This research explores methods to enhance the interpretabil-
ity and reliability of large language models (LLMs) through
the proposed Sparse Concept Bottleneck Models (Spar-
seCBMs). While the development and application of such
technology have benefits, including improved model under-
standing, and more efficient use of computational resources,
several considerations arise that warrant discussion.

Transparency and Explainability: Though our work aims
to make models more interpretable, the actual understanding
of these models can still be quite complex and may be be-
yond the reach of the general public. Furthermore, the opac-
ity of these models can potentially be exploited, reinforcing
the need for ongoing work in model transparency.

Robustness: As indicated in (Tan et al. 2023; Wang et al.
2023b), the proposed framework is sensitive to the noisy
concept and target task labels, requesting future work in
model robustness. Potential direction include selective learn-
ing (Li et al. 2023b,c), knowledge editting (Wang et al.
2023d), to name a few.

Efficiency: It is worthnoteing that, even though the
inference-time intervention is highly efficient, SparseCBM
require more training time due to the cocnept-specific prun-
ing. Potential way to enhance the training efficiency is
to share part of the sparsity among concepts, as studied
in (Wang et al. 2020; Chen et al. 2021).

Label Reliance: SparseCBMs, along with other CBM
variants, necessitate the annotation of concepts. To reduce
this burden, several approaches are promising. These in-
clude leveraging other LLMs for automated annotation, as
discussed in (Tan et al. 2023; Wang et al. 2023c), employ-
ing data-efficient learning techniques (Tan et al. 2022), and
exploring the acquisition of implicit concepts through dic-
tionary learning methods (Wang et al. 2022).

Misuse: Advanced AI models like LLMs can be repur-
posed for harmful uses, including disinformation campaigns
or privacy infringement (Jiang et al. 2023; Chen and Shu
2023). It’s crucial to implement strong ethical guidelines and
security measures to prevent misuse.

Automation and Employment: The advancements in AI
and machine learning could lead to increased automation
and potential job displacement. We must consider the soci-
etal implications of this technology and work towards strate-
gies to manage potential employment shifts.

Data Bias: If the training data contains biases, LLMs may
amplify these biases and result in unfair outcomes. We need
to continue to develop methods to mitigate these biases in
AI systems and promote fair and equitable AI use.

In conducting this research, we adhered to OpenAI’s use
case policy and are committed to furthering responsible and
ethical AI development. As AI technology advances, contin-
uous dialogue on these topics will be needed to manage the
potential impacts and ensure the technology is used for the
betterment of all.
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