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Abstract
Visual Question Answering (VQA) based on multi-modal data facilitates real-life applications such as home robots and medical diagnoses. One significant challenge is to devise a robust decentralized learning framework for various client models where centralized data collection is refrained due to confidentiality concerns. This work aims to tackle privacy-preserving VQA by decoupling a multi-modal model into representation modules and a contrastive module, leveraging inter-module gradients sharing and inter-client weight sharing. To this end, we propose Bidirectional Contrastive Split Learning (BiCSL) to train a global multi-modal model on the entire data distribution of decentralized clients. We employ the contrastive loss that enables a more efficient self-supervised learning of decentralized modules. Comprehensive experiments are conducted on the VQA-v2 dataset based on five SOTA VQA models, demonstrating the effectiveness of the proposed method. Furthermore, we inspect BiCSL’s robustness against a dual-key backdoor attack on VQA. Consequently, BiCSL shows significantly enhanced resilience when exposed to the multi-modal adversarial attack compared to the centralized learning method, which provides a promising approach to decentralized multi-modal learning.

Introduction
The deployment of multi-modal models in safety-critical applications, such as personal robots and healthcare, requires addressing robust architecture design. The collected vast amount of user data causes critical privacy concern. Unfortunately, few studies have focused on enhancing privacy for multi-modal models. For instance, Visual Question Answering (VQA) requires a large amount of data in both texts and images that indicate a wide range of personal interests. Decentralized machine learning, such as federated learning (FL), is one of the approaches to privacy-preserving VQA through the collaborative learning of different local models via weight sharing. Conventional FL methods (McMahan et al. 2017) for VQA tasks have two main drawbacks: 1) models trained on separate client data are aggregated with model parameter sharing. However, sharing a complete model might lead to adversarial attacks (Liu et al. 2018); 2) training a large model on resource-constrained client devices could be inefficient and impractical.

We aim to overcome the aforementioned challenges by proposing the Bidirectional Contrastive Split Learning (BiCSL) method. Different from FL which trains the entire model on a local device, BiCSL decouples a large-scale model into client components and cloud components. This avoids the potential misuse of the exposed model architecture by attackers, such as mounting a backdoor attack using the revealed architecture. BiCSL learns refined cross-modal representations from different clients via inter-module gradient sharing and inter-client weight sharing, without revealing either the user data or the model architecture (Figure 1). This is enabled by a self-supervised learning method to correlate various decentralized modules.

The main contributions of this work are as follows:
1) We propose a novel self-supervised split learning method for VQA, called Bidirectional Contrastive Split Learning (BiCSL). BiCSL trains a global model over the entire client data distribution without disclosing either training data or model architecture. This is the first study of self-supervised decentralized VQA.
2) This study demonstrates BiCSL’s ability to tackle self-supervised learning of decentralized multi-modal data. BiCSL devises a contrastive learning method to align module activations encouraging similarity between relevant outputs while discouraging similarity between irrelevant ones.
3) An in-depth evaluation with a wide range of metrics including robustness to adversarial attack is conducted. The results show that our method could achieve competitive performance compared to a centralized method, while ensuring privacy protection and maintaining great performance even under adversarial attacks.

Related Work

Decentralized Machine Learning

Decentralized Machine Learning (DML) (Sun, Ochiai, and Esaki 2021) encompasses methods such as Federated Learning (FL) (McMahan et al. 2017; He et al. 2021; Pillutla et al. 2022), Split Learning (SL) (Thapa et al. 2022), and Swarm Learning (Warnat et al. 2021). These methods address privacy concerns by enabling collaborative learning without the need for centralized data storage. Although DML has been widely investigated for single-modality tasks, its application to multi-modal models is still limited. For example, aim-
Visual Question Answering

Multi-modal machine learning (MMML) (Alayrac et al. 2020; et al. 2021; Rouditchenko et al. 2021; Ramesh et al. 2021, 2022) has been intensively studied to understand across different modalities of information. A specific task within MMML is Visual Question Answering (VQA) (Anderson et al. 2018; Yu et al. 2020), which involves answering natural language questions based on the contents of a presented image. Nevertheless, the vast majority of VQA studies so far rely on modality fusion methods where VQA is considered a centralized multi-class classification task. Moreover, previous studies usually do not consider the privacy concerns associated with centralized large-scale model training (Table 1).

Contrastive learning is an alternative to the supervised method, which computes a cosine similarity matrix among all possible candidates of images and texts within a batch. For instance, Question-Image Correlation Estimation (QICE) (Zhu et al. 2020) aims to train on relevant image and question pairs in VQA datasets to alleviate the language prior problem (Goyal et al. 2019). Nevertheless, QICE does not provide any guarantees regarding data or model privacy. In contrast, we found that contrastive learning could be used as a natural fit for privacy-preserving VQA by consolidating with decentralized learning techniques.

Methods

In this section, we delve into a comprehensive exploration of the proposed method’s technical underpinnings. These include the incorporation of split learning for decentralized VQA, an answer projection network for enhanced understanding of semantic notions, a contrastive learning architecture for effective training on unlabeled client data, and inter-client weight sharing for local update aggregation.
Attention-Based VQA

Visual Question Answering (VQA) is a task that involves answering natural language questions based on the visual content of a given image. Typically, the VQA problem is approached as a supervised learning task with a predetermined list of $C$ potential answer options. Let $f_{MHA}$ be the VQA model that takes as the input the pair of an image $x_c \in \mathbb{R}^V$ and a question $x_q \in \mathbb{R}^Q$ and outputs an answer $\hat{y} \in \{y_1,y_2,\ldots,y_C\}$ where $y_c \in \mathbb{R}^A$. A VQA model aims to predict the correct answer $\hat{y}$ given the input pair $(x_v,x_q) \in D$ where $D$ is the dataset, i.e., $\hat{y} = \arg\max_y p(y|x_v,x_q; f_{MHA})$

where $p(\cdot|\cdot)$ is the conditional probability.

Moreover, we study a diverse set of VQA models that are based on the attention mechanism (Vaswani et al. 2017). Cross-attention in VQA models enables refined representation learning from multi-modal data. At its simplest form, each head of a multi-head attention (MHA) maps a query and a set of key-value pairs to an output. Let $W^q \in \mathbb{R}^{Q \times M}$ be an encoder to process the text input $x_q$ (such as LSTM (Hochreiter and Schmidhuber 1997) and Transformer (Vaswani et al. 2017)), and $W^v \in \mathbb{R}^{V \times P}$ be an encoder to process the vision input $x_v$ (such as CNN (Krizhevsky, Sutskever, and Hinton 2017) and MLP (Bishop 2006)). The linearly projected output of the text encoder is used as a query $Q \in \mathbb{R}^d \leftarrow W^Q W^q x_q$, which is compared with that of the vision encoder which serves as the key $K \in \mathbb{R}^d \leftarrow W^K W^v x_v$. Here, $W^Q \in \mathbb{R}^{M \times d}$ and $W^K \in \mathbb{R}^{P \times d}$ are linear transformations for the query and key. Then, the weighted sum of values $V \in \mathbb{R}^P \leftarrow W^v x_v$ could be formulated as follows:

$$h'(x_v,x_q) = \text{softmax}(\frac{W^Q W^v x_q (W^K W^v x_v)^T}{\sqrt{d}}) W^v x_v,$$

where $W^O$ is a linear transformation for outputs, and $H$ is the number of attention heads.

Decentralized VQA

To devise a decentralized method, training numerous VQA models on client devices is inefficient and impractical due to resource constraints on local devices. Intuitively, we could divide a complete model into client and server components. Then, by leveraging inter-module gradient sharing, the parameters of each component could be efficiently updated and synchronized. To this end, we consider dividing a VQA model into three components, i.e., a global component $f_g$ and two client components $\{f_{c,1}, f_{c,2}\}$ (Figure 2.a). Then, we assume that $K$ client models are trained on their local datasets $D^{(k)}$, which consist of $N^{(k)}$ samples, represented as $\{(x_{v,j}, x_{q,j}, y_{j})\}_{j=1}^{N^{(k)}}$. Here, $\bigcup_{k=1}^{K} D^{(k)} = D$, $D^{(i)} \cap D^{(j)} = \emptyset, \forall i \neq j$, and $\sum_{k=1}^{K} N^{(k)} = N$, where $N$ is the total sample size. Furthermore, we make the assumption that the client models share the same architecture, and the division of the models is consistent across all clients. Training data sharing among clients is not possible due to confidentiality.

Then, the decentralized VQA method proceeds by iterating the following steps: (1) each client $c$ computes the output of the component $f_{c,1}$ with $D^{(k)}$ and sends the output to the server, (2) the server forward-propagates the input with the global component $f_g$ and sends back the output, (3) the probability distribution and the loss are computed by $f_{c,2}$ using ground-truths $\{y_j\}_{j=1}^{N^{(k)}}$, (4) the gradients $(\delta_{\theta_{c,1}}, \delta_{\theta_{c,2}}, \delta_{\theta_{g}})$ for each component of client $k$ are then computed via an inverse path $f_{c,2} \rightarrow f_{c,1} \rightarrow f_g$, (5) after all clients complete local training, their update gradients are averaging aggregated for inter-client weight sharing, $\delta\theta_{c,1} = \frac{1}{K} \sum_{k=1}^{K} \delta_{\theta_{c,1}}$, $\delta\theta_{c,2} = \frac{1}{K} \sum_{k=1}^{K} \delta_{\theta_{c,2}}$, $\delta \theta_g = \frac{1}{K} \sum_{k=1}^{K} \delta \theta_g$, and (6) the aggregated updates are distributed to clients for the update of their local components. We repeat the process above until a global training goal is achieved. This architecture enables clients to train individual models without sharing local data or models, while harnessing the acquired knowledge from other clients through activation and gradient sharing.

Bidirectional Contrastive Split Learning

Though the aforementioned supervised decentralization of VQA enhances privacy of local model training, there exist two main drawbacks. First, the semantic understanding of answers is often misaligned with the inputs due to the image and question pairs are labeled with numeric ids of answer labels. Second, the computational time could be substantial due to the interactive activation and gradient sharing among components. To this end, we propose a self-supervised decentralization method for VQA, called Bidirectional Contrastive Split Learning (BiCSL). BiCSL leverages contrastive learning-based component alignment to enhance the correlation between visual and language contents and improve efficiency of activation and gradient sharing.

Answer Projection and Adapter Networks

An Answer Projection Network (APN) $f_{APN}$ (Figure 4.c) aims to project a lexical answer $y$ into a feature vector $v_{APN} \in \mathbb{R}^S$. APN
comprises two main components: a preprocessing process and the word embedding of GloVe (Pennington et al. 2014) to transform the question text into a fixed-size vector representation. The resultant vector is subsequently fed through a linear projection layer.

Moreover, two adapter networks (Figure 4.a, 4.b) are employed to project the outputs of client components into a shared dimension, where a Nonlinear Head Adapter (NHA) is applied to tackle more complex representations while a Linear Tail Adapter (LTA) is used to process simpler ones. In particular, to tailor a VQA model for contrastive learning, we replace its output layer with the NHA network. The NHA projects the learned cross-modal representations into a shared dimension, where a Nonlinear Head Adapter (NHA) is employed to project the outputs of client components into a shared dimension. The resultant vector is subsequently fed through a Linear Tail Adapter (LTA) is used to process simpler ones.

Contrastive Learning of Model Components We employ the Information Noise Contrastive Estimation (InfoNCE) loss (Oord et al. 2018) to disentangle similar (positive) and dissimilar (negative) pairs of data points. Model component activations are aligned for the positive pairs while being discouraged for the negative pairs (Figure 3). Notably, we use the NHA and LTA outputs for the same input as the positive pairs, i.e., \( \{v_{NHA,j}, v_{LTA,j}\} \), where \( B \) is the batch size. On the contrast, given the NHA output \( v_{NHA,i} \), the irrelevant LTA outputs \( \{v_{LTA,j} | j \neq i\} \) within one batch are employed as the negative pairs. Consequently, we devise the loss \( \mathcal{L} \) for the contrastive learning of model components as follows

\[
\mathcal{L} = - \sum_{i=1}^{B} \log \frac{\exp(v_{NHA,i} \cdot v_{LTA,i} / \tau)}{\sum_{j=1}^{B} \exp(v_{NHA,i} \cdot v_{LTA,i} / \tau), (2)}
\]

where \( \tau \) is the temperature parameter to ensure the output is appropriately scaled to the data distribution, and \( I_{[j \neq i]} \) is an indicator function: 1 if \( j \neq i \), 0 otherwise.

Additionally, the proposed framework enables a parallel processing of model components improving the efficiency of decentralized VQA. In the decentralized VQA based on split learning, the activation and gradient sharing between the client and the server is unidirectional (Figure 2.a). Each component needs to process the input data in subsequent which could largely increase the waiting time during training. In contrast, in our architecture, all layer activations are sent from clients to the server while all gradients are sent from the server to clients. As a result, clients could utilize their local components concurrently while computing activations or gradients, without waiting for the computation of the previous component (Figure 2.b).

Local Update Aggregation Every epoch \( t \), aggregating model updates \( \theta_{t+1}^{(k)} - \theta_{t}^{(k)} \) from different clients \( k \in \{1, 2, \ldots, K\} \) enhances the generality of the aggregated global model. Due to sending client updates to the server for aggregation could expose the model architecture, we employ a dual-server parameter aggregation approach that leverages a second auxiliary server for the aggregation of client updates (APN and MHA). The aggregation of the server updates (NHA and LTA) is performed on the main server. We use an averaging aggregation method formulated as follows

\[
\delta \theta_{t} = \frac{1}{K} \sum_{k \in \{1, 2, \ldots, K\}} (\theta_{t+1}^{(k)} - \theta_{t}^{(k)}), (3)
\]

where \( \theta \) is the parameters of a model component from \( \{\theta_{APN}, \theta_{MHA}, \theta_{NHA}, \theta_{LTA}\} \).

The proposed BiCSL method is demonstrated in Algorithm 1.

Experiments

In this section, we provide a detailed description of the datasets, model architectures, and metrics used in the experiments. An extensive empirical evaluation is performed based on five SOTA VQA models. Furthermore, we investigate BiCSL’s robustness to a sophisticated dual-key backdoor attack on VQA models, comparing its performance against different methods. The results demonstrate that BiCSL achieves competitive performance to the centralized method and remains effective even under the mounted attack.

Dataset Our method was evaluated on the benchmark dataset VQA-v2 (Agrawal et al. 2017) with varying partitioning configurations for decentralized VQA. VQA-v2 covers 82.8k images and 443.8k questions for training and 40.5k images and 214.4k questions for validation. The images are from the COCO dataset (Lin et al. 2014) with a size of 640×480. Depending on the client number, we separated the training dataset into several non-overlapping subsets as client datasets. Moreover, we used the entire validation dataset to evaluate the performance of the aggregated global model.

VQA Models The following VQA models were studied: (1) Multi-modal Factorized Bilinear (MFB) (Yu et al. 2017) combines multi-modal features using an end-to-end network architecture to jointly learn the image and question attention, (2) Bottom-Up and Top-Down attention mechanism
Algorithm 1: BiCSDL

1: $T$: number of rounds
2: $E$: number of local epochs
3: $\eta$: learning rate
4: for each round $t = 1, 2, \ldots, T$ do
5:   for each client $k \in \{1, 2, \ldots, K\}$ in parallel do
6:     for $\theta \in \{\theta_{\text{APN}}, \theta_{\text{MHA}}, \theta_{\text{NHA}}, \theta_{\text{LTA}}\}$ do
7:       $\theta^{(k)}_t \leftarrow \theta_t$
8:     end for
9:   for each local epoch $e = 1, 2, \ldots, E$ do
10:      $v_{\text{MHA},t,e}^{(k)} = f_{\text{MHA}}(\theta_{\text{MHA},t,e}^{(k)}; (x_v^{(k)}, X_q))$
11:      $v_{\text{APN},t,e}^{(k)} = f_{\text{APN}}(\theta_{\text{APN},t,e}^{(k)}; Y^{(k)})$
12:      $\phi_{\text{NHA},t,e}^{(k)}, \theta_{\text{LTA},t,e}^{(k)} = \text{Server}(v_{\text{MHA},t,e}^{(k)}, v_{\text{APN},t,e}^{(k)})$
13:      $\theta_{\text{MHA},t,e+1}^{(k)} \leftarrow \theta_{\text{MHA},t,e}^{(k)} - \eta \cdot \frac{\partial \delta_{\text{MHA},t,e}^{(k)}}{\partial \theta_{\text{MHA},t,e}^{(k)}}$
14:      $\theta_{\text{APN},t,e+1}^{(k)} \leftarrow \theta_{\text{APN},t,e}^{(k)} - \eta \cdot \frac{\partial \delta_{\text{APN},t,e}^{(k)}}{\partial \theta_{\text{APN},t,e}^{(k)}}$
15:  end for
16: end for
17: for $\theta \in \{\theta_{\text{APN}}, \theta_{\text{MHA}}, \theta_{\text{NHA}}, \theta_{\text{LTA}}\}$ do
18:   $\theta_{t+1} = \frac{1}{K} \sum_{k=1}^{K} \theta_{t,e}^{(k)}$
19: end for
20: end for
21: function Server($v_{\text{MHA},t,e}^{(k)}, v_{\text{APN},t,e}^{(k)}$)
22:   $v_{\text{NHA},t,e}^{(k)} \leftarrow f_{\text{NHA}}(v_{\text{MHA},t,e}^{(k)})$
23:   $v_{\text{LTA},t,e}^{(k)} \leftarrow f_{\text{LTA}}(v_{\text{APN},t,e}^{(k)})$
24: $\mathcal{L} = -\sum_{i=1}^{B} \log \frac{\exp(v_{\text{NHA},i}^{(k)}; v_{\text{LTA},i}^{(k)})}{\tau}$
25: $\delta_{\text{NHA},e}^{(k)} = \frac{\partial \mathcal{L}}{\partial v_{\text{NHA},t,e}^{(k)}}$
26: $\delta_{\text{LTA},e}^{(k)} = \frac{\partial \mathcal{L}}{\partial v_{\text{LTA},t,e}^{(k)}}$
27: $\theta_{\text{NHA},t,e+1}^{(k)} \leftarrow \theta_{\text{NHA},t,e}^{(k)} - \eta \cdot \delta_{\text{NHA},e}^{(k)}$
28: $\theta_{\text{LTA},t,e+1}^{(k)} \leftarrow \theta_{\text{LTA},t,e}^{(k)} - \eta \cdot \delta_{\text{LTA},e}^{(k)}$
29: return $\theta_{\text{NHA},t,e}^{(k)}, v_{\text{LTA},e}^{(k)}$ to client $k$

(BUTD) (Anderson et al. 2018) enables attention to be calculated at the level of objects and other salient image regions. The bottom-up mechanism based on Faster R-CNN proposes image regions, while the top-down mechanism determines feature weightings. (3) Bilinear Attention Networks (BAN) (Kim et al. 2018) considers bilinear interactions among two groups of input channels and extracts the joint representations for each pair of channels. (4) Modular Co-Attention Network (MCAN) (Yu et al. 2019) consists of Modular Co-Attention layers cascaded in depth where each layer models both the self-attention and the guided-attention of the input.

VQA models were implemented using PyTorch with their default hyperparameters. The experiments were conducted on four A100 GPUs with 40GB memory. The code would be made publicly available.

Architecture and Hyperparameters In the APN, the GloVe (Pennington et al. 2014) trained on Common Crawl was used to convert the answer texts with a maximum word of eight into $\mathbb{R}^{8 \times 300}$, padded with zero vectors. Then, a fully-connected (FC) layer followed by the ReLU activation projected the representations into $\mathbb{R}^{8 \times 512}$. Finally, a Max Pooling layer was employed producing 512-dimension vectors. The LTA consists of a FC layer that has an output dimension of 256. The NHA consists of a FC layer that has an output dimension of 512 followed by the ReLU activation and another FC layer with an output dimension of 256 followed by batch normalization (Figure 4).

The selection of hyperparameters was performed through the grid search. We used a batch size of 128, a total epoch of 20 (693.4k steps), the Adam optimizer with $\beta_1 = 0.9, \beta_2 = 0.999$, and $\epsilon = 10^{-8}$, and linear warmap of 10K steps using an initial learning rate of 0.0001 and a decay rate of 0.2 at the epoch 10 and 15. For the InfoNCE loss, a temperature of 0.07 was employed as in (Patrick et al. 2020). Depending on the VQA model, each trial took approximately five to nine hours.

**Metric** Measuring model performance is challenging due to the lack of a discriminative model that infers the class of the input. In this regard, BiCSDL embeds the semantic meanings of answers in the APN, converting text to numerical vectors based on semantic text distances. Consequently, if two answers are semantically similar, then the learned representations of the APN would also have a high similarity. In particular, to evaluate prediction accuracy, we measure the product similarity between the cross-modal representations $v_{\text{NHA}}$ of an input pair $(x_v, x_q)$ from the hold-out validation dataset $D_{val}$, and the representations $u_{\text{LTA},e}$ of $C$ answer options $y_c \in \{y_1, y_2, \ldots, y_C\}$. Here, $u_{\text{LTA},e}$ represents the representation of answer option $y_c$. The answer with the highest similarity to the input is selected as the predicted answer $\hat{y}$.

We formulate the proposed metric as follows

$$
\hat{y} = \arg\max_y \text{similarity}(y, x_v, x_q)
$$

Figure 4: The model architectures of the nonlinear head adapter (NHA), the linear tail adapter (LTA), and the answer projection network (APN). The number of neurons in each layer is indicated by the numbers within square brackets.
Empirical Results

Contrastive Learning-based VQA Extensive experiments with five SOTA VQA models were conducted. For the MMNas and MCAN, we further investigated their variants with different model sizes including MMNas-small (MMNas-s), MMNas-large (MMNas-l), MCAN-small (MCAN-s), and MCAN-large (MCAN-l), which resulted in a total of seven different models. The detailed architecture designs followed the settings in (Yu et al. 2019, 2020).

The proposed method’s performance was evaluated based on Eq. 4. For each triplet in the validation set, we input the image and question pair to the model, then use the output representation of the nonlinear head adapter to measure the similarity scores with the representations from the linear tail adapter of all the answer options. The prediction is made based on the answer with the highest similarity score.

Table 2 shows the evaluation results of the contrastive learning-based method. The benefit of this contrastive learning-based approach is twofold: it does not require manual labeling of answer data to train the model, and its combination with split learning is a natural fit for a more efficient decentralized VQA. Furthermore, by comparing the results of different VQA models trained with contrastive learning, several architectures outperformed the others. BAN showed the worst performance, particularly in the task of counting numbers (Number). MMNas-l showed the best overall performance of 53.82%, outperforming the other models for counting numbers and answering the image contents (Other). MCAN-l performed the best in the Yes/No questions. The results showed that the contrastive learning-based method was effectively adapted to different VQA models.

Decentralized VQA with BiCSL To evaluate the efficacy of our method, the training set was randomly divided into two non-overlapping subsets, as the local datasets of two clients. These clients shared the same model component architecture but could not share data due to confidentiality. The performance was evaluated on the aggregated global model at each round based on the entire validation dataset. The numerical results are shown in Table 2. We compared the performance of different model architectures for decentralized VQA. MMNas-l outperformed the other models overall, while MCAN-l showed the best performance in the Yes/No questions.

Moreover, compared to the overall accuracy of 53.82% of the MMNas-l model trained on the centralized dataset, BiCSL obtained an overall accuracy of 49.89%. Though there exists a small trade-off between model performance and using BiCSL for privacy protection, BiCSL enables clients to train over the entire data distribution without sharing either local data or models. It could greatly benefit training in situations where privacy is a major concern. The empirical results showed that BiCSL achieved competitive performance to the centralized VQA method.

Statistical Paired T-test A statistical paired t-test (Kim 2015) measures the significance of the difference between the performance of the centralized VQA method and the proposed BiCSL method in Table 2. With a significance level of 0.05 and a degree of freedom n - 1 where n = 7 is the number of VQA models, we could compute a p-value of 2.477. Based on the guarantee of the paired t-test (Kim 2015), if t = 1.357 falls within the range of the p-value [-2.477, 2.477], there is no significant difference in the performance between the two methods. Consequently, the statistical result showed that BiCSL achieved competitive performance on these VQA tasks compared to the centralized method.

Attention Map Visualization

The attention mechanism in a VQA model learns the relative importance of visual representations at different spatial locations with respect to a given question. The attention weights are updated such that the visual regions more relevant to the question are emphasized. We computed the attention weights from the learned cross-attention module in the decentralized MCAN-s model with BiCSL and visualized the attention maps based on the approach in (Yang et al. 2016). The visualization results are shown in Figure 5.

Robustness to Trojan Attacks

To evaluate the robustness of BiCSL against adversarial attacks, we mounted a dual-key backdoor attack (Liu et al. 2018; Sun, Ochiai, and Sakuma 2023) on different VQA models based on the single fusion method, split learning, and the proposed BiCSL method, respectively. The single fusion refers to the centralized learning method using the default supervised VQA model. In particular, an untargeted multi-modal Trojan attack that embeds triggers into both the
**Conclusion**

We proposed a decentralized VQA method called BiCSL, which effectively learns refined cross-modal representations by aligning model components based on contrastive learning and aggregating knowledge from different clients. Extensive experiments on the VQA-v2 dataset demonstrated BiCSL’s efficacy across various VQA models and its robustness to the existing multi-modal adversarial attack. In the future, we aim to further investigate BiCSL’s robustness against more sophisticated adversarial attacks and leverage approaches such as differential privacy (Abadi et al. 2016) to safeguard the activation and gradient sharing between components. We hope that this work would motivate future research in robust learning for decentralized multi-modal models.
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