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Abstract

Counterfactual Explanation (CE) techniques have garnered attention as a means to provide insights to the users engaging with AI systems. While extensively researched in domains such as medical imaging and autonomous vehicles, Graph Counterfactual Explanation (GCE) methods have been comparatively under-explored. GCEs generate a new graph similar to the original one, with a different outcome grounded on the underlying predictive model. Among these GCE techniques, those rooted in generative mechanisms have received relatively limited investigation despite demonstrating impressive accomplishments in other domains, such as artistic styles and natural language modelling. The preference for generative explainers stems from their capacity to generate counterfactual instances during inference, leveraging autonomously acquired perturbations of the input graph. Motivated by the rationales above, our study introduces RSGG-CE, a novel Robust Stochastic Graph Generator for Counterfactual Explanations able to produce counterfactual examples from the learned latent space considering a partially ordered generation sequence. Furthermore, we undertake quantitative and qualitative analyses to compare RSGG-CE’s performance against SoA generative explainers, highlighting its increased ability to engender plausible counterfactual candidates.

Introduction

Explainability is crucial in sensitive domains to enable users and service providers to make informed and reliable decisions (Guidotti et al. 2018). However, deep neural networks, commonly used for generating predictions, often suffer from a lack of interpretability, widely referred to as the black-box problem (Petch, Di, and Nelson 2021), hindering their wide adoption in domains such as healthcare and finance. On the other end of the spectrum of explainability, we find inherently interpretable white-box prediction models (Loyola-González 2019), which are preferred for decision-making purposes (Verenich et al. 2019). Alas, black-box models demonstrate superior performance and generalisation capabilities when dealing with high-dimensional data (Aragona et al. 2021; Ding et al. 2019; Feng, Tang, and Liu 2019; Huang et al. 2020; Madeddu, Stilo, and Velardi 2020; Prenkaj et al. 2021, 2020, 2023a; Verma, Mandal, and Gupta 2022; Wang, Yu, and Miao 2017).

Recently, deep learning (relying on GNNs (Scarselli et al. 2008)) has been beneficial in solving graph-based prediction tasks, such as community detection (Wu et al. 2022), link prediction (Wei et al. 2022), and session-based recommendations (Wu et al. 2019; Xu, Xi, and Wang 2021). Despite their remarkable performance, GNNs are black boxes, making them unsuitable for high-impact and high-risk scenarios. The literature has proposed several post-hoc explainability methods to understand what is happening under the hood of the prediction models. Specifically, counterfactual explainability is useful to understand how modifications in the input lead to different outcomes. Similarly, a recent field in Graph Counterfactual Explainability (GCE) has emerged (Prado-Romero et al. 2023).

We provide the reader with an example that helps clarify a counterfactual example in graphs. Suppose we have a social network where a specific user $U$ posts an illicit advertisement, thus violating the Terms of Service (ToS). A counterfactual explanation of $U$’s account suspension would be if the user had refrained from writing the post about selling illegal goods, her account would not have been banned.

Generally, GCE methods can be search, heuristic, and learning-based approaches (Prado-Romero et al. 2023). Search-based approaches find counterfactual examples within the data distribution. Heuristic-based approaches perturb the original graph $G$ into $G'$ such that, for a certain prediction model $\Phi$, namely oracle, $\Phi(G) \neq \Phi(G')$ without accessing the dataset $\mathcal{G}$. In other words, $G'$ can be outside the data distribution of $G'$. Heuristic-based approaches suffer the need to define the perturbation heuristic (e.g., rules), which might come after careful examination of the data and involve domain expertise to express how the input graph should be perturbed faithfully. For instance, producing valid counterfactuals for molecules requires knowledge about atom valences and chemical bonds. Contrarily, learning-based approaches learn the generative “heuristic” based on the data. This kind of explainer is trained on samples and thus can be used to produce counterfactual instances at inference time.

In this work, we propose RSGG-CE, a Robust Stochastic Graph Generator for Counterfactual Explanations, to produce counterfactual examples from the learned latent space considering a partially ordered generation sequence. RSGG-
CE is not confined to the data distribution (vs. search approaches) and does not rely on a learned mask to apply to the input to produce counterfactuals (vs. other learning approaches). However, it perturbs the permutation of the input autonomously (vs. heuristic approaches), relying on a partial order generation strategy. Moreover, it does not need access extensively to the oracle $\Phi$ since its latent space can be sampled to generate multiple candidate counterfactuals for a particular input graph. The following discusses the related works in Sec. 1. In Sec. 1, we present the method and the needed preliminary knowledge (see Sec. 1). Finally, in Sec. 1, we conduct the performance analysis, four ablation studies, and a qualitative anecdotal inspection. We add supplementary material (SM) to this paper available here."

**Related Work**

The literature distinguishes between inherently explainable and black-box methods (Guidotti et al. 2018). Black-box methods can be further categorised into factual and counterfactual explanation methods. Here, we concentrate on counterfactual methods as categorised in (Prado-Romero et al. 2023) and exploit the same notation used in that survey.

While many works provide counterfactual explanations for images/text (to point out some (Vermeire et al. 2022; Xu et al. 2023; Zemni et al. 2023)), only a few focus on graph classification problems (Abrate and Bonchi 2021; Liu et al. 2021; Ma et al. 2022; Nguyen et al. 2022; Numeroso and Bacciu 2021; Tan et al. 2022; Wellawatte, Seshadri, and White 2022). According to (Prado-Romero et al. 2023), GCE works are categorised into search (heuristic) and learning-based approaches. We are aware that a new branch of global (model-level) counterfactual explanations is being developed (see Huang et al. 2023)). Here, we treat only instance-level and learning-based explainers.

**Learning-based approaches**

The methods belonging to this category share a three-step pipeline: 1) generating masks that indicate the relevant features given a specific input graph $G$; 2) combining the mask with $G$ to derive a new graph $G'$; 3) feeding $G'$ to the prediction model (oracle) $\Phi$ and updating the mask based on the outcome $\Phi(G')$. Learning-based strategies can be divided into perturbation matrix (Tan et al. 2022), reinforcement learning (Nguyen et al. 2022; Numeroso and Bacciu 2021; Wellawatte, Seshadri, and White 2022), and generative approaches (Ma et al. 2022). After training, the learned latent space of generative approaches can be exploited as a sampling basis to engender plausible counterfactuals. (w.l.o.g.), generative methods learn a latent space that embeds original and non-existing estimated edges’ edge probabilities (e.g., see (Ma et al. 2022)). This way, one can employ sampling techniques to produce counterfactual candidates w.r.t. the input instance. In the following, we report the most recent and effective SoA methods.

**MEG** (Numeroso and Bacciu 2021) and MACCS (Wellawatte, Seshadri, and White 2022) employ multi-objective reinforcement learning (RL) models (retrained for each input instance) to generate molecule counterfactuals. Their domain specificity limits their applicability and makes them difficult to port on other domains. The reward function incorporates a task-specific regularisation term that influences the choice of the next action to perturb the input.

**MACDA** (Nguyen et al. 2022) uses RL to produce counterfactuals for the drug-target affinity problem.

**CF^2** (Tan et al. 2022) balances factual and counterfactual reasoning to generate explanations. Like other factual-based approaches, it identifies a subgraph in the input, then presents the remainder as a counterfactual candidate by removing this subgraph (Bajaj et al. 2021). Notably, CF^2 favours smaller explanations for simplicity.

CLEAR (Ma et al. 2022) uses a variational autoencoder (VAE) to encode the graphs into its latent representation $Z$. The decoder generates counterfactuals based on $Z$, conditioned on the explainee class $c \neq \Phi(G)$. Generated counterfactuals are complete graphs with stochastic edge weights. To ensure validity, the authors employ a sampling process. However, decoding introduces node order differences between $G$ and $G'$. Thus, a graph matching procedure (NP-hard (Livi and Rizzi 2013)) between the two is necessary.

While unrelated to graphs, (Nemirovsky et al. 2022) rely on a GAN. They produce counterfactual candidates by training the generator to elucidate a user-defined class. (Prado-Romero, Prekajek, and Stilo 2023) adapt this into G-CounteRGAN by treating the adjacency matrix as black-and-white images and employing 2D image convolutions.

**What is our contribution to the literature?**

We design a novel approach to generate counterfactuals by leveraging the latent space of the generator network to reconstruct the input’s topology. The discriminator guides this process, which compels the generator to learn the production of counterfactuals aligned with the opposite class.

Firstly, we tackle the limitations of factual-based methods that remove subgraph components to craft counterfactual candidates, a strategy found in (Bajaj et al. 2021; Tan et al. 2022). However, this falters when dual classes clash (e.g., acyclic vs cyclic graphs). In such cases, shifting from cyclic to acyclic mandates edge removal, while acyclic to cyclic requires edge addition, i.e., creating a cyclic graph from acyclic needs an added edge for a loop. Since our method combines the generated residual weighted edges with the original edges, we empower both edge addition and removal operations. Unlike images, graphs lack node ordering, rendering standard 2D convolutions inadequate due to the significance of node adjacency. We integrate Graph Convolution Networks (GCNs) to address this, naturally capturing node neighbourhoods via message-passing mechanisms (Feng et al. 2022). Our approach is zero-shot counterfactual generation. Prevalent techniques, especially those rooted in Reinforcement Learning (RL) (Nguyen et al. 2022; Numeroso and Bacciu 2021; Wellawatte, Seshadri, and White 2022), require recalibration at inference time to generate counterfactuals for previously unseen graphs. Differently, we learn a latent graph representation enabling stochastic estimations of the graph’s topology, allowing us to reconstruct and generate counterfactuals without retraining.
Lastly, our model introduces an innovative strategy - i.e., partial-order sampling - using estimated edge probabilities acquired from the generator network. To the best of our knowledge, this is the first work that proposes a partial-order (Dan and Djeraba 2008) sampling approach on estimated edges. This aids in identifying sets of edges that should be sampled first for effective counterfactual generation (see Sec. and Algorithm 1).

**Preliminaries**

This section briefly overviews the fundamental concepts and techniques relevant to our study on robust counterfactual explanations. We introduce the concepts of graphs, adjacency matrices, and graph counterfactuals.

**Graphs and Adjacency Matrix** A graph, denoted as $G = (X, A)$, is a mathematical structure consisting of node features $X \in \mathbb{R}^{n \times d}$ and an adjacency matrix $A \in \mathbb{R}^{n \times n}$ which represents the connectivity between nodes. For an undirected weighted graph, the adjacency matrix $A$ is symmetric, and its elements are defined as

$$A[v_i, v_j] = \begin{cases} w(v_i, v_j) & \text{if } (v_i, v_j) \text{ is an edge in } G \\ 0 & \text{otherwise} \end{cases}$$

where $w(v_i, v_j) \in \mathbb{R}$ is the weight vector of the edge incident to the nodes $v_i$ and $v_j$. For directed graphs, the adjacency matrix may exhibit asymmetry, thereby indicating the directionality of the edges. We focus on undirected graphs and denote the graph dataset with $G = \{G_1, \ldots, G_N\}$.

**Graph Counterfactuals** Given a black-box (oracle) predictor $\Phi : G \rightarrow Y$, where, w.l.o.g., $Y = \{0, 1\}$, according to (Prado-Romero et al. 2023), a counterfactual for $G$ is defined as

$$E_\Phi(G) = \arg\max_{G' \in G', \Phi(G') \neq \Phi(G)} S(G, G')$$

where $G'$ is the set of all possible counterfactuals, and $S(G, G')$ calculates the similarity between $G$ and $G'$. (Prenkaj et al. 2023b) reformulate Eq. 2 and take a probabilistic perspective to produce a counterfactual that is quite likely within the distribution of valid counterfactuals by maximising

$$E_\Phi(G) = \arg\max_{G' \in G'} P_{cf}(G' \mid G, \Phi(G) \neq \Phi(G))$$

where $\neg \Phi(G)$ indicates any other class from the one predicted for $G$. In this work, we find valid counterfactuals by solving a specialisation of Eq. 3.

**Method**

Here we introduce RSGG-CE, namely Robust Stochastic Graph Generator for Counterfactual Explanations, a supervised explanation method that exploits the generator’s learned latent space to sample plausible counterfactuals for a particular explainee graph $G = (X, A)$. RSGG-CE distinguishes between the training and inference phases as depicted in Figure 1. For this reason, we first discuss the training phase and, later, the inference one.

---

2The provided formulation supports multi-class classification problems. For simplicity, we are in binary classification.

**Training** Let $\mathbb{D}(Y \mid X, A)$ denote a GCN discriminator that produces $Y = \{0, 1\}$ based on the plausibility assessment of the graph represented by the adjacency matrix $A$ and node features $X$. Let $G$ represent a Graph Autoencoder (GAE) (Kipf and Welling 2016) with ENC$(X, A)$ serving as the representation model for latent node-related interaction components (i.e., encoder), and DEC$(Z)$ acting as an inner-product decoder. Conversely to the original Residual GAN, (Zhang et al. 2020), where the generator $G$ is trained on sampled Gaussian noise, we exploit the Residual GAN introduced in (Nemirovsky et al. 2022), where $G$ is trained on instances sampled from the data distribution and optimised according to Eq. 4:

$$\mathcal{L}(\mathbb{D}, G) = \mathbb{E}_{(X_i, A_i) \in G} \left[ \log \mathbb{D}(Y \mid X_i, A_i) \right]$$

**discriminator optimisation**

$$+ \mathbb{E}_{(X_j, A_j) \in G} \left[ \log (1 - \mathbb{D}(Y \mid X_j, A_j + A_j')) \right]$$

**generator optimisation**

(4)

where $G(X, A) = \text{DEC}(\text{ENC}(X, A))$. For completeness purposes, the generator $G$ returns the reconstructed adjacency tensor $\hat{A}$ and the reconstructed node features $\hat{X}$. Notice that, unlike vanilla GANs, the input to the Residual GAN’s discriminator is $A_1 + \hat{A}$ for a graph $(X_1, A_1) \in G$. To overcome the constraint of (Nemirovsky et al. 2022), which fixes the latent space of the generator to be of the same size as the input space, we exploit a Graph Autoencoder (GAE) such that it encodes graphs into a point in the latent space $Z$, and the decoder maps it into a new reconstructed graph belonging to the same space as the input. This also allows the generator to learn relationships between its input and output, enabling fine-grained regularisation of residuals and alleviating mode collapse. Moreover, to support edge additions and removals, we set the activation function of the generator to the hyperbolic tangent and sum it to the input adjacency matrix.

Let $\mathbb{G}(\Phi(X, A) \neq c) \in \mathbb{G}$ be an indicator function that returns $1$ if $\Phi(X, A) \neq c$ for a graph $G = (X, A)$. Let also be $\mathbb{G}_{\neg c} = \{(X, A) \mid (X, A) \in \mathbb{G} \wedge \mathbb{G}(\Phi(X, A) \neq c)\}$. Conversely, we indicate with $\mathbb{G}_{\neg c'} = \{(X, A) \mid (X, A) \in \mathbb{G} \wedge \mathbb{G}(\Phi(X, A) \neq c')\}$. Because we need to generate counterfactuals for a pre-trained black-box oracle $\Phi$ in a particular class $c$, we modify Eq. 4 as follows:

$$\mathcal{L}_{\Phi,c}(\mathbb{D}, G) = \mathbb{E}_{(X_r, A_r) \in \mathbb{G}_{\neg c}} \left[ \log \mathbb{D}(Y \mid X_r, A_r) \right]$$

**discriminator optimisation on real data**

$$+ \mathbb{E}_{(X_g, A_g) \in \mathbb{G}_{\neg c}} \left[ \log \mathbb{D}(Y \mid X_g, A_g) \right]$$

**discriminator optimisation on generated data**

$$+ \mathbb{E}_{\hat{X}_j, A_j + A_j' \in \mathbb{G}_{\neg c}} \left[ \log \left(1 - \mathbb{D}(Y \mid \hat{X}_j, A_j + A_j') \right) \right]$$

**generator optimisation**

(5)
where $G(G_e) = \{G(X, A) \mid (X, A) \in G \land \neg [\Phi(X, A) \neq c]\}$ is the set of all the generated graphs. Since sampling instances from the data distribution might induce $G$ to generate null residuals, integrating the accuracy of correct predictions from $\Phi$ - as shown in the second summation of Eq. 5 - steers the generator away from this behaviour, making it produce realistic counterfactuals (Guyomard et al. 2022) w.r.t. to an input graph $G_\ast = (X_\ast, A_\ast)$, i.e.,

$$
\mathbb{E}_{(X, A) \in G, \Phi(X, A) = \Phi(G_\ast)} \left[ \|G(X_\ast, A_\ast) - (X, A)\|^2_2 \right] \tag{6}
$$

where $G = (X, A)$ is a graph belonging to the same class as $G_\ast$. In other words, our approach produces counterfactuals close to the examples the generator has been trained, thus ensuring as little as possible perturbations w.r.t. $G_\ast$ (see Sec. 4).

We train the generator exclusively on the graphs from the class we aim to explain. In this way, the graphs from the other classes are assigned as real instances for the discriminator training. Hence, by training the discriminator to differentiate between fake data (generated counterfactuals) and real data (corresponding to true counterfactual classes), the generator learns to produce counterfactuals conditioned on the graphs from the explaine class. For example, suppose we have a dataset containing acyclic (0) and cyclic (1) graphs. If we want to generate counterfactuals for the cyclic class, we feed the generator with cyclic instances. Meanwhile, we feed the discriminator with generated instances (labelled as fake data) and real trees (labelled as real data). Considering that the generator needs to fool the discriminator to maximise its objective function, it will learn how to mutate a cyclic into a plausible acyclic graph (e.g., by removing edges that form the cycles). This way, the generator’s latent space can be exploited to generate counterfactual candidates for the input instance.

RSGG-CE can also be adapted for node classification where the dataset, the oracle, and the optimisation function (Eq. 5) must be modified accordingly. We invite the reader to check Sec. G of the SM for further details.

**Inference and partial order sampling** Differently from (Ma et al. 2022), we stochastically generate counterfactual candidates by sampling edges with partial order guided by the learned probabilities from the generator’s latent space. The general sampling procedure is illustrated in Algorithm 1, where we sample the edges according to the order defined by the partial_order (line 3) function illustrated in Algorithm 2. We invite the reader to note that this approach is modular and that the function partial_order(·, ·) can be specialised according to the application domain and prediction scenario. In Algorithm 1 for each edge set $E$ of each partition group $\mathbb{G}$, we sample each edge according to their estimated probabilities and engender $A'$ (line 7) and assess if it is a valid counterfactual (line 8) based on the verification guard $o$. As in (Abrate and Bonchi 2021), we default to the original input if we fail to produce a valid counterfactual (line 13). In Algorithm 2, we induce a partial order on the estimated edges, including non-existing ones in the original input. In line 1, we get the edges of the input instance, while in line 2, we get the set of non-existing ones. Afterward, in line 3, we build the corresponding partition groups by setting

![Diagram of RSGG-CE’s workflow](image_url)
**Algorithm 1: Partial order sampling to produce a counter-factual.**

**Require:** $G_\ast = (X_\ast, A_\ast), \mathcal{G} : \mathcal{G} \to \Phi.$

1. $\mathcal{X}_\ast, A_\ast + \bar{A}_\ast \in \mathcal{G}(X_\ast, A_\ast)$
2. $X_g, A_g \leftarrow \mathcal{X}_\ast, A_\ast + \bar{A}_\ast$
3. $\mathcal{P} \leftarrow \text{partial_order}(A_\ast)$
4. $A' \leftarrow 0^{n \times n}$
5. for $\mathcal{O} \in \mathcal{P}$ do
6.   for $e = (u, v) \in \mathcal{O}_E$ do
7.     $A'[u, v] \leftarrow \text{sample}(e, A_g[u, v])$
8.     if $\mathcal{O}\cdot\mathcal{O} \neq \Phi(X_g, A') \neq \Phi(X_\ast, A_\ast)$ then
9.       return $(X_g, A')$
10.   end for
11. end for
12. end for
13. return $(X_\ast, A_\ast)$

**Algorithm 2: Example of partial_order**

**Require:** $A \in \mathbb{R}^{n \times n}$

1. $\mathcal{E} \leftarrow \text{positive_edges}(A)$ \triangleright Get the set of edges from the adjacency matrix $A$
2. $\mathcal{E} \leftarrow \text{negative_edges}(A)$ \triangleright Get the set of non-existing edges from the adjacency matrix $A$
3. $\mathcal{P} \leftarrow \{(\mathcal{E} = \mathcal{E}, o = 0), (\mathcal{E} = \text{neg}, o = 1)\}$ \triangleright Build the partial order of the existing and non-existing edges with group tuples consisting of edge set $\mathcal{E}$ and oracle verification guard $o$.
4. return $\mathcal{P}$

the oracle verification guard $o = 1$ only for the non-existing group. Thus, the oracle will be called only once sampling finishes on the existing edge set.

**Experimental Analysis**

This section discusses three kinds of analyses\(^3\). First, we discuss the performances of RSGG-CE w.r.t. other SoA explainers (see Sec. F of the SM for the used evaluation metrics). In the second, we conduct four ablation studies to understand the robustness of RSGG-CE. In the third one, we conduct a qualitative anecdotal inspection. Experimental analysis is done by applying 10-fold cross-validations on real and synthetic datasets. We also analysed RSGG-CE’s efficiency and convergence in Sec. E of the SM.

The Tree-Cycles (TC) (Ying et al. 2019) is an emblematic synthetic dataset. Each instance constitutes a graph comprising a central tree motif and multiple cycle motifs connected through singular edges. The dataset encompasses two distinct classes: i.e., one for graphs without cycles (0) and another for graphs containing cycles (1). The TC also allows control of the number of nodes, the number of cycles, and the number of nodes in them. For the performance comparison to the other SoA explainers, due to the computational complexity of some of them, we use 500 graphs with 28 nodes and randomly generate up to 3 cycles with varying sizes that go up to 7 nodes. We vary all the parameters for the ablation study as reported in Sec. . The hardness of this dataset depends on changing the oracle prediction; the explainer needs to learn to apply two opposite actions (i.e., remove or add edges to the input to generate acyclic or cyclic counterfactuals, respectively).

The Autism Spectrum Disorder (ASD) (Abrate and Bonchi 2021) is a real graph classification dataset obtained using functional magnetic resonance imaging (fMRI), where nodes represent brain Regions of Interest (ROI), and edges are co-activation between two ROIs. The two classes belong to individuals with Autism Spectrum Disorder (ASD) and Typically Developed (TD) individuals as the control group. Here, the graph instances can be disconnected.

In Table 1, we report the performance of RSGG-CE compared to other SoA learning-based explanation methods (i.e., MACCS (Wellawatte, Seshadri, and White 2022), CF\(^2\) (Tan et al. 2022), CLEAR (Ma et al. 2022), and G-CounteRGAN (Prado-Romero, Prenkaj, and Stilo 2023)) for the TC and ASD datasets. Notably, a significant challenge arises when it comes to counterfactual explainability through learning-based explainers due to the inherent reliance on the overarching structure of the graph rather than specific nodes or edges. In this context, RSGG-CE takes the spotlight as an exceptional performer with a gain of 66.98% and 19.65% in Correctness over the second-performing method in TC and ASD, respectively. It outperforms all alternative methods, standing as the sole technique that improves, by a large margin, the Correctness of all the datasets without sacrificing the running time. Moreover, RSGG-CE also showcases superiority in terms of Graph Edit distance (GED) w.r.t. the other explainers. This further underscores RSGG-CE’s capabilities in capturing the intricate structures in all the datasets and its wanted ability (see Sec. and Eq. 5) to generate counterfactual instances closer to the input one w.r.t. those generated by other explainers (see also Sec. ).

**Ablation Experiments**

To understand the robustness of RSGG-CE, we conduct four ablation studies using the TC dataset by varying the number of nodes in the cycles, the number of cycles, the number of nodes in the graphs, and the number of instances in the dataset. For all the ablations, we use a dataset with 500 instances. We also include CF\(^2\) since it is the best-performing learning-based explainer after RSGG-CE.

**Robustness to the increasing number of nodes per cycle**

In this study, we fix the number of nodes to 128 and the number of cycles to 4 to assess how the number of nodes (from 3 to 28) in each cycle affects RSGG-CE’s GED and Correctness (see Fig. 2). It is interesting to notice that the bigger the cycles become, the better RSGG-CE learns the edge probabilities since now the motifs are more evident. This means that, at inference time, the partial order sampling has higher chances of breaking cycles containing more nodes than those with a small number of them. For instance, if the number of nodes in a cycle is 3, the probability of cutting the

\(^3\)The original code is on https://github.com/MarioTheOne/GRETEL. Newer versions of the project will be released on https://github.com/aiim-research/GRETEL.
Table 1: Comparison of RSGG-CE with SoA methods. Metrics are reported on 10-fold cross-validations. Bold values are the best overall; underlined are second-best; \(\times\) represents no convergence; \(\dagger\) depicts a learning-based explainer, and \(\ddagger\) a generative approach. \textit{Correctness} and \textit{GED} are most important metrics.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Runtime (s) (\downarrow)</th>
<th>GED (\downarrow)</th>
<th>Oracle Calls (\downarrow)</th>
<th>Correctness (\uparrow)</th>
<th>Sparsity (\downarrow)</th>
<th>Fidelity (\uparrow)</th>
<th>Oracle Acc. (\uparrow)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEG (\dagger)</td>
<td>272.110 4.811</td>
<td>25.151</td>
<td>4341.600</td>
<td>0.530 0.496</td>
<td>0.504 0.504</td>
<td>0.504 0.504</td>
<td>1.000 1.000</td>
</tr>
<tr>
<td>CF(^2) (\ddagger)</td>
<td>159.700 27.564</td>
<td>61.686</td>
<td>1321.000</td>
<td>4341.600</td>
<td>0.530 0.496</td>
<td>0.504 0.504</td>
<td>1.000 1.000</td>
</tr>
<tr>
<td>CLEAR (\ddagger)</td>
<td>25.151 632.542</td>
<td>32.833</td>
<td>121.660</td>
<td>0.530 0.496</td>
<td>0.504 0.504</td>
<td>0.504 0.504</td>
<td>1.000 1.000</td>
</tr>
<tr>
<td>G-CounteRGAN (\ddagger)</td>
<td>0.083</td>
<td>11.000</td>
<td>234.853</td>
<td>0.530 0.496</td>
<td>0.504 0.504</td>
<td>0.504 0.504</td>
<td>1.000 1.000</td>
</tr>
<tr>
<td>RSGG-CE (\ddagger)</td>
<td>0.083</td>
<td>11.000</td>
<td>234.853</td>
<td>0.530 0.496</td>
<td>0.504 0.504</td>
<td>0.504 0.504</td>
<td>1.000 1.000</td>
</tr>
</tbody>
</table>

Figure 2: GED \(\downarrow\) and Correctness \(\uparrow\) trends when varying the number of nodes in each cycle on TreeCycles with 128 nodes and 4 cycles per instance.

Figure 3: GED \(\downarrow\) and Correctness \(\uparrow\) trends when varying the number of cycles per instance on TreeCycles with 128 nodes and 3 nodes per cycle.

Figure 4: The trend of GED \(\downarrow\) normalised by the number \(n\) of nodes instance, and the trend of Correctness \(\uparrow\) when \(n\) increases.

Figure 5: The trend of GED \(\downarrow\) and Correctness \(\uparrow\) when varying the number of instances in the dataset.

cycle is \(2/3\). Speculatively, if the number of nodes in a cycle tends to the number of nodes in the instance, the probability of cutting the cycle is nearer to 1. Therefore, Correctness has an increasing trend. Additionally, while RSGG-CE reaches a correctness of 1 when the number of nodes in cycles increases, it does not sacrifice the recourse cost (GED) needs to engender valid counterfactuals (see Fig. 2.a). Contrarily, since RSGG-CE’s partial order sampling favours the existing edges in the original instance, with the increase in cycle sizes, the GED has a non-increasing trend. This is straightforward since finding a valid counterfactual can be done with fewer sampling iterations. For example, if we have a single ring (cyclic graph) per instance, the number of operations to engender a counterfactual is 1. Notice that CF\(^2\) entails a zigzag Correctness trend, leading us to believe it does not scale with the increasing number of nodes in the cycle. This phenomenon is also supported regarding GED since CF\(^2\) converges to a local minimum and tries to engender the same counterfactual regardless of the input instance (notice the standard error equal to zero).

\textbf{Robustness to the increasing number of cycles} In this investigation, we keep the cycle size fixed at 3 nodes and assess the impact of cycle quantity (ranging from 2 to 32) on RSGG-CE’s GED and Correctness metrics (Fig. 3). It is interesting to notice that the GED (Fig. 3.a) is linearly
dependent on the number of cycles, thus reflecting the increased hardness of the problem (i.e., the need to break a higher number of cycles) but without slipping into an exponential trend. Similarly, the Correctness is slightly affected by the number of cycles in the graphs but maintains its linear trend. This plot indicates that RSGG-CE can cope with complex topologies without sacrificing too much in terms of performance. Additionally, CF$^2$ has an increasing trend in GED w.r.t. the change in the number of cycles also influences the Correctness (e.g., from 2 to 18).

Robustness to the number of nodes In this ablation, for each graph, we randomly generated up to 3 cycles with a varying size that goes up to 7 nodes, and we delve into the impact of graph number of nodes (ranging from 28 to 512) on RSGG-CE’s GED and Correctness metrics (refer to Fig. 3). To better catch the general trend, in this case, we reported the recourse cost (GED) normalised by the number of nodes of the graph. Fig. 4.a depicts an outstanding linear trend w.r.t. the number of nodes of the graph. It must be noticed that the Correctness - reported in Figure 4.b is not affected by the increased dimensionality. Those results, in conjunction with the results obtained in the previous ablation study (see Fig. 3.b), let us state that the performances are solely affected by the complexity of the datasets. Similarly, CF$^2$ has a linear trend in normalised GED by $n$ as RSGG-CE. Recall that CF$^2$ is a factual-based explainer that supports only edge removal operations. Now, because the GED / $n$ ratio tends to 1, we argue that CF$^2$ perturbs the entire adjacency matrix of the original instance.

Robustness by the number of instances In this last ablation, we randomly generated up to 3 cycles with varying sizes that go up to 7 nodes for each graph. We delve into the impact of varying the number of instances in the dataset (ranging from 100 to 8000) on RSGG-CE’s GED and Correctness metrics (refer to Fig. 5). Notice that in Fig. 5.a, the GED is unaffected by the number of instances by exposing a linear constant trend for both RSGG-CE and CF$^2$. As expected, the Correctness of RSGG-CE increases at the beginning and stabilises when the number of instances exceeds 250 (see Fig. 5.b). In general, the same Correctness trend is also confirmed for CF$^2$ with a lower value.

Qualitative Anecdotal Inspection

Here, we discuss anecdotal the quality of the counterfactual graphs generated by RSGG-CE and the SoA methods on the ASD dataset. Fig. 6 shows the counterfactual generation for CF$^2$, CLEAR, G-CounteRGAN, and RSGG-CE on two graphs belonging to the Autistic Spectrum Disorder and Typically Developed classes. For both instances, we show the original edges and illustrate how they get modified by each method. For visualisation purposes, we colour red the edge deletion operations, green the edge addition operations, and grey the original edge maintenance operations. CF$^2$ clearly shows its behaviour of removing the factual subgraph in both instances regardless of the class on ASD. However, it is peculiar that the subgraph $G$ corresponds to the original graph $G$, justifying the high GED reported in Table 1. CLEAR is the only SoA method that, in this example, evidently performs all three types of operations on the original edges. Although not as naive as CF$^2$’s edge perturbation policy, CLEAR exposes a higher GED than CF$^2$ and RSGG-CE due to its tendency to over-generate non-existing edges. Interestingly, CLEAR is the only method that estimates self-loops (see instance of class Typically Developed) among the rest. G-CounteRGAN, as shown in Table 1, is the worst-performing strategy, exposing a tendency to produce a densely connected graph by adding non-existing edges. Lastly, RSGG-CE, although capable of edge addition/removal operations, here exhibits only removal ones. We argue that because RSGG-CE’s produced valid explanation has a low GED, this dataset’s partial order sampling strategy genders a valid counterfactual only by examining the original edges. To this end, we believe that edge removals are primarily needed to produce valid counterfactuals in ASD.

We extend this qualitative analysis via a comprehensive visualisation technique that analyses the operations performed on each edge (see Sec. D of the SM).

Conclusion

In this study, we introduced RSGG-CE, a novel Robust Stochastic Graph Generator for Counterfactual Explanations able to produce counterfactual examples from the learned latent space considering a partially ordered generation sequence. We showed, quantitatively and qualitatively, that RSGG-CE outperforms all SoA methods. RSGG-CE produces counterfactuals – conditioned on the input – from the learned latent space incorporating a partially ordered generation sequence. Additionally, the proposed partial order sampling offers an effective means for discerning existing and non-existing edges, contributing to the overall robustness of our model. One of the key findings of our study is the resilience of RSGG-CE in handling increasingly complex motifs within the graph instances. In the future, we want to leverage the ability of RSGG-CE to generate multiple counterfactual candidates to produce cohesive candidate explanations. Lastly, incorporating counterfactual minimalism into the loss function of generative models might offer potential improvements in interpreting the generated explanations.
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