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Abstract
Explanations in Computer Vision are often desired, but most Deep Neural Networks can only provide saliency maps with questionable faithfulness. Self-Explaining Neural Networks (SENN) extract interpretable concepts with fidelity, diversity, and grounding to combine them linearly for decision-making. While they can explain what was recognized, initial realizations lack accuracy and general applicability. We propose the Quantized-Self-Explaining Neural Network “Q-SENN”. Q-SENN satisfies or exceeds the desiderata of SENN while being applicable to more complex datasets and maintaining most or all of the accuracy of an uninterpretable baseline model, outperforming previous work in all considered metrics. Q-SENN describes the relationship between every class and feature as either positive, negative or neutral instead of an arbitrary number of possible relations, enforcing more binary human-friendly features. Since every class is assigned just 5 interpretable features on average, Q-SENN shows convincing local and global interpretability. Additionally, we propose a feature alignment method, capable of aligning learned features with human language-based concepts without additional supervision. Thus, what is learned can be more easily verbalized. The code is published: https://github.com/ThomasNorr/Q-SENN

Introduction
The ability to comprehend the decision-making process of deep learning models is gaining significance, especially for safety-critical applications like autonomous driving or medical diagnosis, where practitioners and legal requirements necessitate a thorough understanding of the decision and its reasoning (Molnar 2020; Bibal et al. 2021). However, the high dimensionality of image data has made it challenging to develop interpretable models for computer vision, with many problems still unsolved. Alvarez Melis and Jaakkola (2018) proposed Self-Explaining Neural Networks (SENN) which can be described as linear combination of interpretable concepts extracted from the input, but their realization lacked accuracy and applicability to complex datasets beyond MNIST. They had three desiderata for the concepts: Fidelity refers to relevancy, Diversity to non-overlapping concepts, and Grounding to the alignment with a human concept. We propose the Quantized-SENN (Q-SENN), which satisfies these requirements. Q-SENN is motivated by former works such as the SLDD-Model (Norrenbrock, Rudolph, and Rosenhahn 2022), PIP-Net (Nauta et al. 2023), ProtoPool (Rymarczyk et al. 2022) or the Concept Bottleneck Model (CBM) (Koh et al. 2020), as they all aim to obtain human-understandable concepts as input to an interpretable classifier C. Our proposed Q-SENN improves the interpretability of C.

Figure 1: Q-SENN optimizes for Diversity, Grounding and Fidelity: The global explanation shows one example class being recognized through 5 interpretable features that show high Diversity and Grounding, consistently localizing on the same meaningful human attributes across images, e.g., belly, crown, upper tail, upper wing and eye. When measuring Fidelity, the features generalize to unseen data and the local explanation fits the class explanation. Visualization techniques are based on overlaying color-coded feature maps, described in the supplementary material.
to all competitors as it is extremely sparse, using just very few, usually 5 to be easy for all humans to follow (Miller 1956), features to recognize a class, and ternary. That way, the relationship between a feature and a class is either a positive (+1), negative (−1) or neutral (0) assignment with no sublevels. For example, a dog might be positively related to the four-legged feature, neutral to most features, such as color, and negatively related to features that might be required to differentiate it from other classes in the dataset, e.g., feline if multiple classes of cats are present. Additionally, the features used for $C$ exhibit improved desiderata of SENN, thus making Q-SENN both globally and locally interpretable, as shown in Figure 1. Finally, Q-SENN is more broadly applicable, as it does not need additional annotations and scales to ImageNet (Russakovsky et al. 2015). We create our Q-SENN through an iterative process of calculating the sparse ternary layer and fine-tuning the model with these fixed feature-class assignments. We select a sufficiently low number of features to ensure a sharing between the classes. This leads to the emergence of more grounded, general features during one iteration and subsequent removal of an assignment based on spurious correlations on the next iteration. That way, the model converges to more robust assignments between grounded features and classes and shows exceptional robustness to spurious correlations. As the ternary structure prohibits features from differentiating between two assigned classes, they naturally become more diverse, general and binary leading to improved explanations (Lipton 1990) and generalization on all investigated datasets. The social science survey by Miller (2019) suggests classifying the explanations of Q-SENN as human-friendly due to them being contrastive, concise and general. Additionally, we introduce metrics to estimate the Grounding of learned features as human concepts and distinguish them from class detectors. Overall, we demonstrate that the proposed Q-SENN is an interpretable model where every class is assigned on average 5 diverse and more grounded features as depicted in Figure 1 with an exceptional robustness to spurious correlations. Finally, while the features of Q-SENN are more alignable with any human concept, thus show Grounding, the manual alignment of learned features with human concepts is laborious. To facilitate this process, we demonstrate a method to automatically align the features of our proposed Q-SENN with human interpretable concepts using CLIP (Radford et al. 2021) without requiring additional annotations and validate the method using the attributes contained in CUB-2011 (Wah et al. 2011).

Our main contributions are as follows:

- We propose quantization for sparse decision layers in an iterative fine-tuning loop, leading to an Quantized-Self-Explaining Neural Network (Q-SENN) which is easy to interpret for humans.
- We measure the self-explaining quality via Fidelity. Diversity and Grounding and show significant improvements on these metrics compared to previous work.
- We demonstrate the high interpretability, increased accuracy and exceptional robustness to spurious correlations of our Q-SENN on several benchmark datasets and architectures for image classification.

Additionally, we introduce a new such method for our proposed model with no need for additional annotations. Saliency maps are local explanations showing which part of an input image is relevant to a prediction. While post-hoc methods, e.g. Grad-CAM (Selvaraju et al. 2017), often lack properties such as shift invariance and faithfulness (Kindermans et al. 2019; Adebayo et al. 2018), interpretable models with built-in saliency maps (Böhle, Fritz, and Schiele 2022, 2023; Stalder et al. 2022; Zhang, Wu, and Zhu 2018) provide more faithful localizations. Interpretable models are becoming increasingly relevant, since desired properties, that additionally improve the effectiveness of post-hoc techniques such as ours, can be built-in. For example, Q-SENN’s low number of total features and their easy-to-interpret sparse ternary assignment increases the value of aligning a single feature with a human concept using our proposed alignment method.

Another type of interpretable neural network is the Self-Explaining Neural Network (Alvarez Melis and Jaakkola 2018) (SENN). Its most simple form is described as

$$y(x) = C(x)^T f(x),$$

where $x$ refers to the input, $f(x)$ to concepts extracted from the input and $C(x)$ to class specific weights for the concepts which should be independent of small changes to $f(x)$. Additionally, SENN postulates three desiderata for the concepts: Fidelity refers to the preservation of relevant information about the input. Diversity describes the need for non-overlapping concepts. Finally, Grounding refers to an alignment of the concept with a human interpretable one. We consider our model as Self-Explaining Neural Network with constant, quantized and sparse $C(x)$. This exceeds the desired stability of $C(x)$ and makes the computationally expensive optimization obsolete, enabling the application to complex datasets.

Alternatively, models like ProtoTree (Nauta, van Bree, and Seifert 2021), ProtoPNet (Chen et al. 2019), ProtoP-Share (Rymarczyk et al. 2021), ProtoPool (Rymarczyk et al. 2022) and PIP-Net (Nauta et al. 2023) use a deep feature extractor to learn prototypes from data. The similarities to these prototypes are then fed into interpretable models. Their interpretability is however unclear, as Kim et al. (2022) and Hoffmann et al. (2021) showed a discrepancy between the

We propose a method for automatically aligning the features with human interpretable concepts without additional annotations using CLIP.

**Related Work**

Interpretable machine learning refers to models that are interpretable by design, as well as post-hoc methods that attempt to explain what a model has learned. Interpretability can be categorized as either local or global, referring to the interpretability of a single decision or the entire model, respectively (Molnar 2020).

Research towards global post-hoc interpretability attempts to align learned representations with human-understandable concepts (Kim et al. 2018; Bau et al. 2017; McGrath et al. 2022; Fel et al. 2023; Yukselgonul, Wang, and Zou 2022; Zhang et al. 2018). While they usually rely on auxiliary data, we introduce a new such method for our proposed model with no need for additional annotations. Saliency maps are local explanations showing which part of an input image is relevant to a prediction. While post-hoc methods, e.g. Grad-CAM (Selvaraju et al. 2017), often lack properties such as shift invariance and faithfulness (Kindermans et al. 2019; Adebayo et al. 2018), interpretable models with built-in saliency maps (Böhle, Fritz, and Schiele 2022, 2023; Stalder et al. 2022; Zhang, Wu, and Zhu 2018) provide more faithful localizations. Interpretable models are becoming increasingly relevant, since desired properties, that additionally improve the effectiveness of post-hoc techniques such as ours, can be built-in. For example, Q-SENN’s low number of total features and their easy-to-interpret sparse ternary assignment increases the value of aligning a single feature with a human concept using our proposed alignment method.
Figure 2: Overview of our proposed pipeline to construct a Q-SENN.

human and computed similarities. Our proposed model is to some extent similar to ProtoPool or PIP-Net, as it also shares a small set of total features between all classes and only uses very few per class. Instead of prototypes, our Q-SENN uses fewer features in total and per class, while showing increased accuracy. The Concept Bottleneck Model (CBM) (Koh et al. 2020) initially predicts the annotated concepts in a given dataset, and subsequently employs a basic model to forecast the target category from the identified concepts. This notion has undergone further investigation and expansion (Sawada and Nakamura 2022; Zarlenga et al. 2022). Both Margeloiu et al. (2021) and Ramaswamy et al. (2022) suggest that end-to-end training of the CBM can result in the encoding of additional information beyond the targeted concepts, leading to a reduction in interpretability. Marconato, Passerini, and Teso (2022) address this issue by disentangling the features and increase alignment. Our proposed method differs from CBM, as it does not use supplementary annotations and generates a decision function $C$ that is considerably more interpretable, as it is sparse and quantized. Finally, Liu et al. (2023) showed that ternary networks can be used to compress models while maintaining high accuracy. For high levels of sparsity, Glandorf, Kaiser, and Rosenhahn (2023) demonstrate a similar result. Instead of compression, Q-SENN offers interpretability through its ternary and sparse final layer. While measuring the interpretability of deep neural networks is an open task, increased interpretability is typically measured by reducing model complexity, such as the number of operations (Yang, Rudin, and Seltzer 2017; Slack et al. 2019, Rüping et al. 2006) or the number of features (Rüping et al. 2006). This motivated recent work on interpretable machine learning (Nauta et al. 2023; Rosenhahn 2023) and the SLDD-Model (Norrenbrock, Rudolph, and Rosenhahn 2022).

SLDD-Model

The Sparse-Low-Dimensional-Decision-Model (SLDD-Model), uses on average $n_{auc} = 5$ features out of $n_f^* = 50$ total features in the final layer to recognize a single class, since humans can follow a decision based on five cognitive aspects (Miller 1956). After training a model with the Feature Diversity Loss $L_{div}$, which penalizes highly activated and weighted features that localize on the same region, a subset of features is selected in a supervised manner and glm-saga (Wong, Santurkar, and Madry 2021) is used to compute the regularization path, from which they chose a solution with on average $\delta$ non-zero weights per class. The model is then fine-tuned with the final layer fixed to this solution, $s.t.$ the features adapt to it. The resulting SLDD-Model shows competitive accuracy while being more interpretable. We use the SLDD-Model as baseline for our experiments and demonstrate that our method increases all desiderata of a SENN by quantizing the sparse matrix and iteratively optimizing it.

Method

We evaluate our proposed Q-SENN in image classification. The task involves the classification of an image $I \in \mathbb{R}^{w \times h}$ of dimensions $w$ and $h$ into a single class $c \in \{c_1, c_2, \ldots, c_n\}$ using a deep neural network $\Phi$ as feature extractor and classifier network $C$. The network $\Phi$ extracts feature maps $M \in \mathbb{R}^{n_f \times w_M \times h_M}$ and aggregates them into a feature vector $f \in \mathbb{R}^{n_f}$. The final output is obtained by applying $C$ to the feature vector, resulting in the output vector $y \in \mathbb{R}^{n_c}$ as $y = C(f)$.

Q-SENN

The proposed pipeline to create a Q-SENN is shown in Figure 2. We first train a dense model and then select $n_f^*$ out of the $n_f$ features, following the SLDD-Model, to compute a low-dimensional sparse quantized final layer for the selected features using glm-saga. The model is then fine-tuned with the final layer fixed to that computed solution, $s.t.$ the features adapt to the assigned classes. The cycle of computing an interpretable final layer and fine-tuning the model is repeated $N$ times. Afterwards, the learned features can be aligned with human concepts in form of natural language to create a model with verbalized explanations. One such method using CLIP is presented at the end of this paper.

Q-SENN is considered as SENN with constant quantized $C(f) = y = W^{Q}_f f + b = \alpha W^{1}_f f + b$ with the ternary sparse weight matrix $W^{Q} \in \{-\alpha, 0, \alpha\}^{n_c \times n_f}$, or matrix of ones $W^{1} \in \{-1, 0, 1\}^{n_c \times n_f}$, and bias $b \in \mathbb{R}^{n_c}$. Therefore, we want the features $f$ of our model to show Fidelity, Diversity and Grounding. In this work, Fidelity is measured as accuracy, as preserving relevant information is required to accurately predict the class. For Diversity, the Feature Diversity Loss $L_{div}$ (Norrenbrock, Rudolph, and Rosenhahn 2022) is utilized to ensure a high local diversity of the feature maps $M$ that are used for the same class. The training loss is calculated as

$$L_{final} = L_{CE} + \beta L_{div}$$  \hspace{1cm} (2)$$

with $\beta \in \mathbb{R}_+$ as weighting factor between cross-entropy loss and $L_{div}$. Additionally, Q-SENN uses an average of just $n_{auc} = 5$ features per class, $s.t.$ redundant features are prevented and humans can follow the decision. For Grounding,
a reduced feature vector $f^* \in \mathbb{R}^{n_f}$ is used with $n_f^* < n_c$ features, enforcing them to capture general attributes shared by multiple assigned classes. Additionally, we quantize the sparse weight matrix $W^{sp} \in \mathbb{R}^{n_c \times n_f^*}$, s.t. it only contains either 0 or $\pm \alpha$ with $\alpha \in \mathbb{R}$. This leads to increased local and global interpretability, as the relationship between feature and class can be described as a positive, neutral, or negative assignment. It also hinders features from becoming class detectors, which hurts the interpretability as a concept. Quantized weights counteract this, as increasing the activation does not move the prediction towards one specific class. Therefore, the model is biased to learn more binary concepts, which lead to contrastive human-friendly explanations. Finally, we designed the pipeline to do $N$ iterations of calculating the sparse matrix $W^Q$ and fine-tuning it. The features become more general during the sparse and low-dimensional fine-tuning, as they have to recognize concepts used for multiple classes across the entire dataset. Therefore, assignments based on spurious correlations become suboptimal. The iteration leads to the removal of such assignments, s.t. more robust assignments remain. This leads to more grounded and robust features, thus supporting Grounding and Fidelity. To facilitate the convergence of $W^Q$, the learning rate decays while iterating.

**Quantization** For quantization, we start with the regularization path computed by glm-saga. Figure 3 gives an overview with an exemplaric distribution of the nonzero weights in one of the sparse matrices $W^{sp}$ before the first iteration. The very small magnitude of most weights indicates overfitting on the training set, while only the entries with higher magnitude generalize (Gale, Elsen, and Hooker 2019). To get more such entries in a sparse matrix, $W^{sp}$ that resulted from glm-saga with the lowest regularization is used for quantization. As meaningful assignments between features and classes are desired, we set a threshold $\epsilon$, below which, in terms of magnitude, all weights in $W^{sp}$ are zeroed out. This threshold is calculated, s.t. exactly the desired number of weights $n_w$, in this paper usually $5 \times n_c$, remain:

$$\epsilon = \text{sort}(|W^{sp}|)_{n_w}.$$  \hspace{1cm} (3)

In Equation 3, $|W^{sp}|$ represents the matrix obtained by taking the absolute value of each element in $W$. The expression $\text{sort}(|W^{sp}|)_{n_w}$ describes the sorted list of absolute values of the elements in $W^{sp}$ in descending order. Afterwards all entries whose absolute value is $\geq \epsilon$ are set to the average of the remaining values $\alpha$. This leads to the quantized sparse Matrix $W^Q \in \{-\alpha, 0, \alpha\}^{n_c \times n_f^*}$:

$$\alpha = \frac{\sum_{i,j} 1_{|W_{i,j}^{sp}| \geq \epsilon} |W_{i,j}^{sp}|}{\sum_{i,j} 1_{|W_{i,j}^{sp}| \geq \epsilon}}$$

$$W_{i,j}^{Q} = \begin{cases} \alpha & \text{if } |W_{i,j}^{sp}| \geq \epsilon \\ -\alpha & \text{if } |W_{i,j}^{sp}| \leq -\epsilon \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)

The indicator function $1_{|W_{i,j}^{sp}| \geq \epsilon}$ takes a value of 1 if $|W_{i,j}^{sp}| \geq \epsilon$, and 0 otherwise. Overall, the quantization scheme ensures that the resulting $W^Q$ contains the desired number of entries which can be meaningfully averaged to get assignments, as they all initially indicated a generalizing connection between feature and class.

**Experiments**

This section presents the experimental results of our proposed method. The effectiveness of our approach is evaluated using ResNet50 (He et al. 2016), DenseNet121 (Huang et al. 2017), and Inception-v3 (Szegedy et al. 2016) as backbones. We used the default datasets for fine-grained image classification and prototype-based methods, as well as ImageNet-1K (Russakovsky et al. 2015) to showcase the applicability to large-scale datasets. For measuring the robustness against spurious correlations, TravelingBirds (Koh et al. 2020) is used. It is a dataset based on CUB-2011 (Wah et al. 2011), where the background is artificially spuriously correlated to the class in the training set. In the test set, the correlation is not maintained. Examples are in the supplementary material and in Figure 4. Models that maintain their accuracy on this dataset are therefore less susceptible to spurious correlations. An overview of the datasets, including CUB-2011 (in tables abbreviated C), TravelingBirds (T), Stanford Cars (Krause et al. 2013) (S), FGVC-Aircraft (Maji et al. 2013) (A) and the large-scale ImageNet-1K (I) is provided in Table 2. Notably, CUB-2011 includes both attribute and class labels, enabling us to assess the alignment of learned features with semantically meaningful concepts. Unless stated otherwise, reported values are averaged across five seeds. Implementation details and extensive results with standard deviations can be found in the supplementary material. In all tables, glm-saga refers to applying glm-saga to a conventionally trained dense model with no feature selection and selecting a solution with $n_{wc} \leq 5$ and Dense refers to a conventionally trained model without feature selection and a densely connected final layer. For Q-SENN, the number of features per class is set to $n_{wc} = 5$ and the number of total features to $n_f^* = 50$. Table 1 gives an overview of all considered metrics. We evaluate Fidelity with accuracy on fine-grained and large-scale (I) image classification, as well as robustness to spurious correlation (T), Diversity with diversity@5 and Grounding with dependence $\gamma$ and alignment $r$. Notably, Q-SENN maintains
Q-SENN is apparent for all backbones.

Table 1: Comparison across all desired metrics with Resnet50. Best results among comparable interpretable models are in bold. N/A indicates inapplicability due to missing annotations, while values with ✓ cannot be reasonably compared to the remaining rows due to sparsity or supervision. Accuracy, diversity@5 and Dependence γ are measured in percent. Note, that our proposed Q-SENN maintains most or all of the accuracy of dense models while simultaneously heavily improving the interpretability.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy ↑</th>
<th>diversity@5 ↑</th>
<th>No Concept Supervision</th>
<th>Alignment r ↑</th>
<th>Sparse 𝜌,w ≤ 5</th>
<th>Dependence γ ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dense</td>
<td>86.7</td>
<td>39.4</td>
<td>51.6</td>
<td>1.0</td>
<td>√</td>
<td>10.4</td>
</tr>
<tr>
<td>glm-saga</td>
<td>77.7</td>
<td>36.0</td>
<td>46.7</td>
<td>✓</td>
<td>✓</td>
<td>49.2</td>
</tr>
<tr>
<td>CBM-joint</td>
<td>82.2</td>
<td>36.9</td>
<td>71.0</td>
<td>3.0</td>
<td>✓</td>
<td>6.1</td>
</tr>
<tr>
<td>SLDD-Model</td>
<td>85.7</td>
<td>64.1</td>
<td>67.2</td>
<td>1.9</td>
<td>✓</td>
<td>46.9</td>
</tr>
<tr>
<td>Q-SENN (Ours)</td>
<td><strong>85.9</strong></td>
<td><strong>67.3</strong></td>
<td><strong>78.1</strong></td>
<td><strong>2.2</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
</tr>
</tbody>
</table>

Table 2: Number of classes, training and testing samples of the used datasets. C, A, S, T and I abbreviate CUB-2011, FGVC-Aircraft, Stanford Cars, TravelingBirds and ImageNet-1K.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>C</th>
<th>A</th>
<th>S</th>
<th>T</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td># Classes n_c</td>
<td>200</td>
<td>100</td>
<td>196</td>
<td>200</td>
<td>1000</td>
</tr>
<tr>
<td># Training</td>
<td>5994</td>
<td>6667</td>
<td>8144</td>
<td>5994</td>
<td>1281167</td>
</tr>
<tr>
<td># Testing</td>
<td>5774</td>
<td>3333</td>
<td>8041</td>
<td>5774</td>
<td>50000</td>
</tr>
</tbody>
</table>

Fidelity refers to the preservation of relevant information about the input in the concepts, which enables high accuracy. Table 3 shows the impact of our method on accuracy with respect to backbones in detail. On all conventional datasets, our proposed changes to the SLDD-Model maintain or improve accuracy, while increasing interpretability. Q-SENN also clearly surpasses prototype-based models, using their reduced image size of 224, shown in Table 5. The accuracy is increased with fewer features in total and per class, thus while improving interpretability. Compared to all competitors, our Q-SENN shows exceptional robustness to spurious correlations, setting a new SOTA, while maintaining 78% of the accuracy of CUB-2011 on TravelingBirds compared to the 45% of the dense model. PIP-Net and the SLDD-Model show that sparsely using grounded features during training, as opposed to glm-saga or ProtoPool, is crucial for that robustness. Considering the ablations in Table 4, quantization seems to improve accuracy on conventional datasets, whereas the iteration leads to more robustness as spurious correlations get ignored with Q-SENN combining the strengths. We focus on Resnet50 in the remaining part of the paper as the efficacy of Q-SENN is apparent for all backbones.

![Image](image.png)

**Diversity**

Diversity refers to the representation of inputs with non-overlapping concepts. For measuring the Diversity, we utilize diversity@5 (Norrenbrock, Rudolph, and Rosenhahn 2022) defined on \( S_i \) obtained by applying softmax to the 5 highest weighted feature maps \( M_i \) for the predicted class as:

\[
diversity@5 = \frac{\sum_{i=1}^{h_M} \sum_{j=1}^{w_M} \max(S_{ij}^1, S_{ij}^2, \ldots, S_{ij}^5)}{5}.
\]

It measures the local diversity of the 5 highest weighted features. As shown in the supplementary material, a higher diversity@5 of class-independent features also indicates less correlated features. It is apparent in Table 1 that the proposed Q-SENN shows the highest diversity@5, mainly pushed by quantization as the features can not recognize entire classes and further increased through iterations, shown in Table 4. Similar observations can be made on other architectures, provided in the supplementary material. The high diversity@5 leads combined with the average number of just 5 features per class to a globally more interpretable model. This is demonstrated in Figure 1: The shown class is recognized through 5 features that all consistently localize on different semantically meaningful regions, such as belly, crown, upper tail, upper wing and eye, and are therefore easier to interpret and align. This makes feature alignment easier and also enables improved local explanations, as shown in Figure 4. More examples with comparison to a dense model and global explanations are shown in the supplementary material.
We propose two metrics to measure Grounding, the alignability with human concepts. We evaluate the correlation between the features and attributes and their generalizability, as we aim for features that can be aligned with a human concept rather than an entire class. To estimate this generalizability, the average dependence $\gamma$ of the predicted class on the most important feature is measured. The dependence $\gamma$ with the effect $e_i$ of every feature for the predicted class for every sample $i$ is calculated as:

$$e_i = \{W_{e,0} \cdot f_0, W_{e,1} \cdot f_1, \ldots, W_{e,n_f} \cdot f_{n_f}\}$$

$$\gamma = \frac{1}{n_T} \sum_{i=1}^{n_T} \max_{j=1}^{n_f} e_{ij}.$$  

The dependence $\gamma \in [0, 1]$ measures how strongly the decision of a model usually depends on the most important feature and is designed to estimate how class-specific the features of a model are. The PyTorch pretrained weights for ResNet50 on ImageNet-1K validate this metric: Using glm-saga, V2 shows 66% accuracy with 1.1 features per class, while V1 shows 58% with 4.7 features. Thus, the features for V2 are already class detectors with no conceptual meaning. This is reflected in the dependence with 44% (i.e., 44% of the prediction is on average based on one out of 2048 features) for V2 compared to 3% for V1. Because we aim for grounded features, we use V1 for our experiments.

Additionally, the correlation between the attributes contained in CUB-2011, with $\rho_{a+}$ denoting the indices where attribute $a$ is present and $\rho_{a-}$ the opposite, and the features on the training set $F_{\text{train}} \in \mathbb{R}^{n_T \times n_f}$

$$A_{a,j} = \frac{1}{|\rho_{a+}|} \sum_{i \in \rho_{a+}} F_{\text{train}}^{i,j} - \frac{1}{|\rho_{a-}|} \sum_{i \in \rho_{a-}} F_{\text{train}}^{i,j}$$

(9)

is measured, with the average maximum alignment $r$ per feature as comparable metric:

$$r = \frac{1}{n_f} \sum_{j=1}^{n_f} \sum_{i=1}^{n_T} \frac{n_T}{F_{\text{train}}^{i,j} - \min_i F_{\text{train}}^{i,j}} \max_i A_{i,j}.$$  

(10)

A higher value of $r$ indicates features that are more aligned with the attributes in CUB-2011. We norm the difference by the cost of global interpretability and CBM was trained to predict a subset of the probed attributes. The impact of both proposed changes is apparent in Table 4: The iteration in-
A feature is considered as binary if the mean shift clustering, using a GPU-accelerated implementation by (Schier, Reinders, and Rosenhahn 2022), applied to the feature distribution on the training set returns exactly 2 clusters. As expected, the quantization leads to more binary features. For reference, a Dense Resnet50 on CUB-2011 has 15% binary features and CBM 67%. The clustering is visualized and analyzed in the supplementary material. The analysis shows that the few binary features of the Dense model, and only its features, are class-detectors instead of general features. For Resnet50, the Dense model has effectively no feature, one across 5 seeds, whose active cluster, the one with a higher mean, has more samples than the most frequently occuring training class. In contrast, every binary feature of our Q-SENN has this property, e.g. 80.4% of all features on CUB-2011. Notably, even the CBM, trained to predict binary attributes, has a few features that do not have this property.

Interpretability Tradeoff

This section analyzes the impact of changing $n^*_f$ and $n_{wc}$ for our Q-SENN. The result is visualized in Figures 5a and 5b: More features $n^*_f$ and to a lesser degree more weights per class $n_{wc}$ lead to increased accuracy. However, for TravelingBirds there is no tradeoff. In fact, more interpretability, especially through sparsity, leads to a higher accuracy because the model does not have the capacity to learn all the spurious correlations but has to focus on the more general features. Further ablations regarding the convergence of $W^Q$, computational cost, type of binary feature and impact of quantization levels are shown in the supplementary material.

Alignment Without Annotations

In this section, we propose an alternative way of aligning the learned features of the Q-SENN with human concepts, when no additional annotations are available. Note that it is easier for Q-SENN, as its features show Grounding, thus are more alignable with any human concept. CLIP (Radford et al. 2021) is utilized as it can compute the similarity between a given text prompt and an image due to its contrastive training. The method is first described and then validated by demonstrating high agreement between alignments computed from additional labels provided in CUB-2011 and via our method. Finally, we show that it even indicates certainty.

CLIP

In this work, we utilize CLIP (Radford et al. 2021), which is a multimodal neural network designed to map images and captions into a shared feature space. The model is trained using a contrastive loss function, which encourages high cosine similarity between the embedding of an image $I_{clip} \in \mathbb{R}^{n_{clip}}$ and its corresponding caption $T_{clip} \in \mathbb{R}^{n_{clip}}$, while minimizing the cosine similarity $I_{clip}T_{clip}$ between that image and other captions in the training set. This approach enables the model to learn joint representations that capture meaningful relationships between images and their associated textual descriptions, facilitating downstream tasks such as image captioning and retrieval. We used the ViT-B32 (Dosovitskiy et al. 2021) model of CLIP in our experiments.

Feature Alignment

For alignment without annotations, we use the features calculated on the training set $F_{\text{train}} \in \mathbb{R}^{n_f \times n_y}$ and a set of $n_p$ possible relevant concepts $a$ for the model such as the attributes contained in CUB-2011. The proposed method can identify which of the prompts might be related to the activation of a specific feature. First, the entire training set is embedded using CLIP to obtain $D_{clip} \in \mathbb{R}^{n_f \times n_y^{clip}}$. Afterwards, the possibly relevant attributes are converted into prompts, e.g., “This is a photo of a red wing of a bird” for the attribute "red wing" of type "wing color". The conversion is described in detail in the supplementary material. These prompts are then encoded to $P_{clip} \in \mathbb{R}^{n_p \times n_y^{clip}}$. The multiplication

$$S = D_{clip} P_{clip}^T$$

leads to the similarity matrix $S \in \mathbb{R}^{n_f \times n_p}$ between images and prompts. In order to relate the image similarities to the learned features, we use the feature values to weight the
The results in Table 6 validate the proposed method which ranges from the worst case at 0% to optimality at 100%. The alignment matrix can be used similarly to the matrix $A$ and show the superiority to any static baseline. For validation, we test how well our method can identify the number of attributes of the predicted type $n_{\text{pred}}$, focuses on the ability to identify which expression of a given type $\gamma_{\text{gt}} \in \mathbb{R}^{n_{\text{full}}, 1}$ is obtained: $A_{\text{clip}} = V^T S$. The matrix can be used similarly to $A_{\text{clip}}$ as it measures how much the perceived similarity to a specific prompt of CLIP varies along the feature dimension.

Validation

For validation, we test how well our method can identify the most related concept from a given set of concepts. As ground truth, the alignment matrix $A_{\text{clip}}$ computed with Equation 9 is used. To compare whether our method can order the attributes in the same way, we use all attributes contained in CUB-2011 as set of possible attributes and compute $A_{\text{clip}}$. For each feature $i$ $\text{pos}_i$ then measures the position at which the most aligned attribute $a_i$ in $a_i$ is ranked in $a_i$.

$$\text{pos}_i = \{ j : \text{argmax}(a_i^{\text{clip}}) = \text{argsort}(a_i^{\text{gt}})_j \}.$$ (14)

Here, argmax returns the index with the highest value and argsort returns the indices that would sort $a_i^{\text{gt}}$ in descending order. We additionally calculate the above metric for the predicted type by limiting $a_i^{\text{gt}}$ and $a_i^{\text{clip}}$ to its attributes. It focuses on the ability to identify which expression of a given type is more related to a feature, while $\text{pos}_i$ measures if the method can identify type and expression, which can be more affected by biases of CLIP. To be less dependent on the number of attributes of the predicted type $n_{\text{type}}$, we also report the relative position

$$\text{pos}_{\text{ref}, i} = 1 - \frac{\text{pos}_{\text{pred}, i} - 1}{n_{\text{type}} - 1} = \frac{n_{\text{type}} - \text{pos}_{\text{pred}, i}}{n_{\text{type}} - 1}.$$ (15)

which ranges from the worst case at 0% to optimality at 100%. The results in Table 6 validate the proposed method and show the superiority to any static baseline.

Optimal Static Baseline

To compute the optimal static sorting of attributes for comparison with our alignment method, we calculated $\text{pos}_i = \text{argsort}(a_i^{\text{gt}})_j$ for all features $i$ and attributes $j$ and sorted the attributes, s.t. the average position

$$\text{avg}_j = \frac{1}{n_{\text{type}}} \sum_{i=0}^{n_{\text{type}}} \text{pos}_i$$ (16)

of the attribute ascends. This returns the optimal static list which minimizes $\text{pos}_i$.

Analysis of Alignment Value

Figure 6 shows the relationship between the alignment value $\text{max}(a_i^{\text{clip}})$ and $\text{pos}_{\text{ref}, i}$ for the proposed Q-SENN for all features over 5 seeds. The box plots are created by assigning every feature to one of the 4 evenly sized bins according to their alignment value $\text{max}(a_i^{\text{gt}})$. The other metrics show similar trends. The figure demonstrates that our method conveys certainty, as $\text{pos}_{\text{ref}, i}$ increases with $\text{max}(a_i^{\text{gt}})$. Since the features do not need to be aligned with any of the given attributes, Figure 6 suggests that the features with higher uncertainty do not directly correspond to any of the given attributes, but rather concepts not annotated in CUB-2011. Therefore, the proposed method with no required additional annotation is more accurate for features aligned with the given attributes than the reported average in Table 6 suggests, with the median absolute value of $\text{pos}_{\text{ref}, i}$ for the top 3 bins being the first position, shown in the supplementary material.

Future Work

Q-SENN follows the popular SENN framework and delivers concise, contrastive and general, therefore human-friendly (Miller 2019), explanations, as shown in Figure 1. However, human-subject experiments are required to actually measure the interpretability for humans (Doshi-Velez and Kim 2017). As Q-SENN is generally applicable to classification tasks, it can also bring more interpretability to other tasks like semantic segmentation, where interpretability is discussed (Kaiser, Reinders, and Rosenhahn 2023).

Conclusion

We propose the Quantized-Self-Explaining Neural Network Q-SENN with iteratively optimized ternary feature-class assignments. The experiments support the classification as SENN by evaluating how the concepts learned without additional supervision satisfy the three desiderata Fidelity, Diversity and Grounding. In isolation, quantization primarily benefits Fidelity, dependence $\gamma$ and Diversity, while just iterating increases feature alignment $r$ and robustness to spurious correlations. Q-SENN combines and amplifies the individual strengths, surpassing competitors in various facets. Finally, we propose a method for aligning the learned concepts with human ones with no need for additional supervision using CLIP, enabling Q-SENN to be applied in various scenarios with need for interpretability. Future work might even incorporate it to guide Q-SENN towards more grounded concepts.
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