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Abstract
Avoiding synthesizing specific visual concepts is an essential challenge in responsible visual synthesis. However, the visual concept that needs to be avoided for responsible visual synthesis tends to be diverse, depending on the region, context, and usage scenarios. In this work, we formalize a new task, Open-vocabulary Responsible Visual Synthesis (ORES), where the synthesis model is able to avoid forbidden visual concepts while allowing users to input any desired content. To address this problem, we present a Two-stage Intervention (TIN) framework. By introducing 1) rewriting with learnable instruction through a large-scale language model (LLM) and 2) synthesizing with prompt intervention on a diffusion synthesis model, it can effectively synthesize images avoiding any concepts but following the user’s query as much as possible. To evaluate on ORES, we provide a publicly available dataset, baseline models, and benchmark. Experimental results demonstrate the effectiveness of our method in reducing risks of image generation. Our work highlights the potential of LLMs in responsible visual synthesis. Our code and dataset is public available in https://github.com/kodenii/ORES.

Introduction
With the development of large-scale model training, visual synthesis models are capable of generating increasingly realistic images (Ramesh et al. 2021; Rombach et al. 2022; Saharia et al. 2022). Due to the growing risk of misuse of synthesized images, responsible AI has become increasingly important (Arrieta et al. 2020; Wearn, Freeman, and Jacoby 2019; Smith et al. 2022), especially to avoid some visual features, such as, nudity, sexual discrimination, and racism, during synthesis. However, responsible visual synthesis is a highly challenging task for two main reasons. First, to meet the administrators’ requirements, the prohibited visual concepts and their referential expressions must not appear in the synthesized images, e.g., “Bill Gates” and “Microsoft’s founder”. Second, to satisfy the users’ requirements, the non-prohibited parts of a user’s query should be synthesized as accurately as possible.
To address the above issues, existing responsible visual synthesis methods can be categorized into three primary approaches: refining inputs, refining outputs, and refining models. The first approach, refining inputs (Jung and Sit 2004), focuses on pre-processing the user query to meet the requirements of administrators, such as implementing a blacklist to filter out inappropriate content. However, the blacklist is hard to guarantee the complete elimination of all unwanted elements in an open-vocabulary setting. The second approach, refining outputs, involves post-processing the generated videos to comply with administrator guidelines, for example, by detecting and filtering Not-Safe-For-Work (NSFW) content to ensure the appropriateness of the output (Rombach et al. 2022). However, this method relies on a filtering model pre-trained on specific concepts, which makes it challenging to detect open-vocabulary visual concepts. Finally, the third approach, refining models (Gandikota et al. 2023; Kumari et al. 2023), aims at fine-tuning the whole or the part of models to learn and satisfy the administrator’s requirements, thus enhancing the model’s ability to adhere to the desired guidelines and produce content that aligns with the established rules and policies. However, these methods are often limited by the biases of tuning data, making it difficult to achieve open-vocabulary capabilities.
This leads us to the following question: How can open-vocabulary responsible visual synthesis be achieved, allowing administrators to genuinely prohibit the generation of arbitrary visual concepts? As an example in Figure 1,
a user may ask to generate “Microsoft’s founder is drinking wine in a bar”. When the administrator set the forbidden concepts as “Bill Gates” or “alcohol”, the responsible output should avoid corresponding concepts described in natural language.

Based on the above observations, we propose a new task as Open-vocabulary Responsible Visual Synthesis (ORES), where the visual synthesis model is capable of avoiding arbitrary visual features not explicitly specified while allowing users to input any desired content. We then present the Two-stage Intervention (TIN) framework. By introducing 1) rewriting with learnable instruction through a large-scale language model (LLM) and 2) synthesizing with prompt intervention on a diffusion synthesis model, it can effectively synthesize images avoiding specific concepts but following the user’s query as much as possible. Specifically, TIN applies CHATGPT (OpenAI 2022) to rewriting the user’s query to a de-risked query under the guidance of a learnable query, and then intervenes in the synthesizing process by changing the user’s query with the de-risked query in the intermediate step of synthesizing.

We create a publicly available dataset and build a benchmark along with corresponding baseline models, BLACK LIST and NEGATIVE PROMPT. To the best of our knowledge, we are the first to explore responsible visual synthesis in an open-vocabulary setting, combining large-scale language models and visual synthesis models. Our code and dataset is public available in the appendix.

Our contributions are as follows:

- We propose the new task of Open-vocabulary Responsible Visual Synthesis (ORES) with demonstrating its feasibility. We create a publicly available dataset and build a benchmark with corresponding baseline models.
- We introduce the Two-stage Intervention (TIN) framework, consisting of 1) rewriting with learnable instruction through a large-scale language model (LLM) and 2) synthesizing with prompt intervention on a diffusion synthesis model, as an effective solution for ORES.
- Experiments show that our method significantly reduces the risk of inappropriate model generations. We show the potential of LLMs in responsible visual synthesis.

### Related Work

**Responsible Visual Synthesis** In recent years, responsible visual synthesis has gained significant attention. Some works (Rombach et al. 2022) use Not-Safe-For-Work (NSFW) classifier to filter out risky output. However, this needs extra time to re-generate new images and relies on a filtering model pre-trained on specific concepts, which makes it challenging to detect open-vocabulary visual concepts. STABLE DIFFUSION (Rombach et al. 2022) offers a method that continuously mitigate the features described by the negative prompts during the synthesis process. However, this method can only suppress the features and not completely remove them. At the same time, methods based on machine unlearning have also shown promising results. Kumar et al. (2023) train the hidden state of sentences containing specified concept be closer to those without such concept. This can remove the model’s capability to generate specific concept. (Gandikota et al. 2023) align the model’s hidden states in specific concept with the hidden states in an empty prompt, to make the ability to generate specific concept is removed. Zhang et al. (2023a) proposed FORGET-ME-NOT which suppresses specific concept in cross-attention to eliminate generating. However, these methods require separate training for different concepts, which is hard to achieve open-vocabulary capabilities.

**Large Language Models** Recently, with the emergence of LLAMA (Touvron et al. 2023), CHATGPT (OpenAI 2022), and VICUNA (Ding et al. 2023), Large Language Models have gradually attracted the attention of researchers. Through the use of chain-of-thoughts and in-context learning, they have demonstrated powerful zero-shot and few-shot reasoning abilities (Wei et al. 2022; Koijima et al. 2022; Zhou et al. 2022). Expanding large language models into the multi-modal domain has shown their potential in visual understanding and generation (Zhang et al. 2023b; Gao et al. 2023; Lu et al. 2023). However, the above-mentioned meth-
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Problem Formulation

Open-vocabulary Responsible Visual Synthesis (ORES) aims to generate an image under the user’s query $u$ that meets two criteria: 1) it should not contain a specified visual concept, represented as $c$, which is defined by the administrator in practice, and 2) it should undergo minimal changes compared to the image $I_u$ generated by original user query directly. The goal is to generate an output image $I_u'$ that satisfies these requirements, effectively avoiding the specified concept while preserving the overall visual content.

Method: Two-stage Intervention (TIN)

As shown in Figure 2, the Two-stage Intervention (TIN) framework can be divided into two stages: (1) rewriting with learnable instruction, where the user query $u$ and the administrator’s forbidden concept $c$ are used to generate a new de-risked query $u'$ with a high probability of not containing $c$ via a LLM, where a learnable instruction is used for guidance, and (2) synthesizing with prompt intervention, where the original user query $u$ and the new de-risked query $u'$ are used to generate an image that satisfies the user’s query while avoiding administrator’s forbidden concept $c$.

Preliminary

A diffusion model uses $T$ steps of the diffusion process to transform an image $x^0$ into noise $x^T$ following a Gaussian distribution. To synthesize image, we perform an inverse diffusion process (Song, Meng, and Ermon 2020) using the user’s query $u$ as a condition prompt:

$$x^{i-1} = f(x^i, u),$$

where $f$ is the function for the inverse diffusion process. Therefore, we randomly sample noise as $x^T$ and apply Equation 1 step by step to obtain the final output $x^0$, which is the generated image under the user’s query.

The key challenges are 1) how to make generated image responsible and 2) how to make generated image as similar with user’s query as possible.

Rewriting with Learnable Instruction

As user’s query $u$ may contain forbidden concept $c$ set by administrator, we use LLM to rewrite $u$ to a de-risked query $u'$. However, we cannot train LLM for this task as inaccessible parameter and training cost. To tackle with the first challenge, we propose LEARNABLE INSTRUCTION to construct the guidance prompt, i.e., instruction text, helping LLM achieve this.

Instead of manually designing the instruction, which requires much more human effort and may not be effective, we let LLM initialize the instruction and update the instruction itself. We pre-designed a small manual training dataset, which contains 16 groups of samples, each consisting of a user query $u$, an administrator’s forbidden concept $c$, and 3 different ground-truth answers of the de-risked query. This small dataset will help LLM find out general solution and summarize to instruction text. Note that the manual dataset does not contain any sample in the evaluation dataset.

The learning consists of several epochs and each epoch consists of a few steps. In $j$-th step of instruction learning, we concatenate instruction $p_j$ with the $k$-th pair of administrator’s forbidden concept $c_k$ and user query $u_k$ in dataset and then let LLM generate the predicted query $\hat{u}_k'$:

$$\hat{u}_k' = g(c_k, u_k; p_j),$$

where $g$ represents an LLM. We repeat this process in a mini-batch of the dataset to obtain a group of results. We combine these concepts, user queries, LLM-generated queries, and the correct answers from the dataset to a packed result $r_j$ with linefeed.

During learning phrase, LLM use prompt $p^{\text{init}}$ to extend the task description $p^{\text{task}}$ to an initial instruction prompt $p_0$:

$$p_0 = g(p^{\text{task}}; p^{\text{init}}).$$

Then we use prompt $p^{\text{opt}}$ to ask LLM update $p_{j-1}$ to $p_j$ with the packed result $r_j$ and learning history $h$:

$$p_j = g(r_{j-1}, p_{j-1}; p^{\text{opt}}, h),$$

where $h$ is initially empty text and added previous instruction iteratively. This update process allows LLM to consider history to better optimize instruction stably.

By repeating the above steps, we obtain updated instructions $p_1, p_2, \ldots, p_n$, where $n$ is the total number of learning steps. Then we retain the learnable instruction $p_n$ as $p$, which is the final instruction we use.

Similar to machine learning, we only need learn the instruction $p$ for once and this instruction $p$ can be used for any administrator’s forbidden concept $c$ or user’s query $u$. LLM can generates de-risked query $u'$ based on administrator’s forbidden concept $c$, and the user’s query $u$. This makes that the synthesized image does not contain the concept $c$.

Synthesizing with Prompt Intervention

During synthesizing, LLM’s de-risked query $u'$ often does not follow the user’s query $u$ closely. To tackle with the second challenge, therefore, we propose PROMPT INTERVENTION.

We synthesize under the user’s query for a few initial steps, i.e., satisfactory steps. Then we intervene in the condition prompt for the synthesis model to de-risked query and continue synthesizing, i.e., responsible steps. Let $S$ be the number of satisfactory steps, which is a hyper-parameter.

For satisfiable steps $x^{T-S}, x^{T-S-1}, \ldots, x^{0}$, given the user input $u$, the diffusion model performs $T-S$ steps of inverse diffusion process with user’s query $u$ as the condition:

$$x^{i-1} = f(x^i, u), \quad T-S \leq i \leq T.$$  

(5)

Then, we call LLM to obtain a new query $u'$ and continue the inverse diffusion process as responsible steps $x^{T-S}, \ldots, x^{1}, x^{0}$ for obeying administrator’s policy:

$$x^{i-1} = f(x^i, u'), \quad 0 \leq i < T-S.$$  

(6)

Finally, the obtained $x^0$ is the final output image $I^0_q$, and $I^0_q$ is a responsible output.
Experiments

Dataset Setup
We randomly sampled 100 distinct images from the Visual Genome (Krishna et al. 2017) dataset to obtain potential visual concepts that may be present in them, which served as the content to be removed. Next, to simulate diverse user inputs in real-world scenarios, we used the CHATGPT API to generate several objects that could potentially be related to these visual concepts. Generated objects were manually filtered, resulting in 100 sets of concept-object pairs. Subsequently, we employed the CHATGPT API to generate descriptions for the objects for each concept-object pair, aiming to include the corresponding concept as much as possible. The generated sentences were again manually reviewed, resulting in a final set of 100 high-quality and diverse combinations of concepts, objects, and image descriptions. To make the dataset more representative of real-world scenarios, some image descriptions may implicitly include the concepts or even omit them.

Evaluation Metrics
We employ machine evaluation and human evaluation to analyze the synthesized results comprehensively. Both machine evaluation and human evaluation measure the results from two different perspectives: evasion ratio and visual similarity.

Evasion Ratio The purpose of the evasion ratio is to test whether the model is responsible, i.e., to determine the probability that the generated image avoids a specific concept. If the synthesized image does not contain the given concept $c$ to be evaded, it is considered a successful evasion; otherwise, it is considered a failed evasion. For machine evaluation, we convert it into a Visual Question Answering, i.e., VQA task (Antol et al. 2015). We use the BLIP-2 (Li et al. 2023) model as the discriminator. For human evaluation, we present the image along with the concept displayed on the screen and ask them to answer a similar question.

Visual Similarity The purpose of visual similarity is to measure the model’s compliance with user query, i.e., the deviation of the synthesized image with a specific concept avoided from the image the user wants to synthesize. First, we synthesize an image using the user’s query and the administrator’s forbidden concept under the responsible scenario. Then, we synthesize another image using only the user prompt without following the responsible policy. We compare the differences between these two images. For machine evaluation, we use the Mean Squared Error (MSE) function to calculate the pixel distance between the two images and normalize it to a range of 0 to 1 (0 for absolute difference and 1 for absolute same). To avoid extreme values in cases of a very low evasion ratio, the similarity is always set to 0.5 if the evasion fails. For human evaluation, we present the images synthesized under the responsible scenario and non-responsible scenario and ask volunteers to judge.

Experiments Setup
To validate the superiority of our approach, we constructed two widely used methods as baselines: BLACK LIST: by removing the administrator’s forbidden concept in the sentence, the generation model may avoid synthesizing the specified concept; NEGATIVE PROMPT: in each DDIM step of synthesizing, enhance the hidden state by strengthening the difference from forbidden concept and user’s query.

For each sample in the dataset, we performed 5 runs on an A100 GPU with fixed random seeds 0, 1, 2, 3, and 4.
Figure 4: Ablation study of different components. By combining LEARNABLE INSTRUCTION and PROMPT INTERVENTION, we can successfully remove specific concepts while maintaining a high similarity to the original image.

simulate diversified operating conditions. Each run with a different random seed independently called the CHATGPT API to reduce the randomness of the experiments.

Overall Results

Quantitative Analysis As shown in Table 1, our approach demonstrates significant performance compared to the baseline methods. In terms of evasion ratio, our method achieved an 85.6% success rate, while the BLACK LIST method achieved only about 2% success rate, and the NEGATIVE PROMPT method achieved less than 40% accuracy. This is because most of the time, the concept is not explicitly present in the user’s query (see Sec. for more details). Regarding the NEGATIVE PROMPT, the results in the table indicate that this approach still has limited effectiveness in such complex scenarios. In terms of visual similarity, our method also maintains high visual similarity while maintaining a high evasion ratio, which demonstrates the superiority of our approach. Thanks to the support of LLM, our method can effectively handle ORES.

Qualitative Analysis How does our method compare to the baseline method in terms of visual effects? We present some examples in Figure 3. As shown in the first group, our method generates images with both layouts and content that are very similar to the original image, successfully avoiding the appearance of “golden brown”. For the BLACK LIST, we found that it fails to remove this concept because the word “caramelized” in the sentence has the same meaning. Therefore, even if the word “golden” is removed, the image still contains content similar to it. As for the NEGATIVE PROMPT, although the concept of “golden brown” is somewhat mitigated, it is not completely removed. Furthermore, in some examples, not only were the concepts not successfully removed, but the image content also underwent significant changes. In contrast, our method successfully removes the concept of “golden brown” while maintaining a high similarity between the generated image and the user’s query. In the second example, we found that both the BLACK LIST and NEGATIVE PROMPT failed because the sentence is strongly related to “stainless-steel” making it difficult to remove. However, our method successfully removes this feature and maintains a highly impressive similarity. This demonstrates that our method also exhibits excellent visual effects.

Ablation Study

Quantitative Analysis To validate the effectiveness of the framework, we conducted ablation experiments. As shown in Table 2, we can find that LEARNABLE INSTRUCTION plays a decisive role in the evasion ratio. Without using LEARNABLE INSTRUCTION, our accuracy was only 28.8%. However, with its implementation, there was an improvement of approximately 60%. This is because removing specified concepts while maintaining as much unchanged meaning of the sentence as possible is extremely challenging. Without the guidance of learned instructions, the LLM struggles to understand and execute tasks correctly. On the other hand, we discovered that PROMPT INTERVENTION is crucial for visual similarity. This is because the initial steps of DDIM determine the overall content and composition of the image. Ensuring their similarity guarantees consistency...
Figure 4 shows the visual effects of removing the Cloudy feature, which demonstrates the effectiveness of our TIN. M- and H- denote machine and human evaluation respectively.

In the second example, we observed that without the Learnable Instruction, the “frosted” feature was not effectively removed. Despite the high similarity between the image and the original image generated directly from the user input, the core task of ORES was not accomplished. In the example without Prompt Intervention, although the feature was completely removed, the entire image underwent significant changes compared to the original image. In the second example, we observed that the “frosted” elements, such as snowflakes, when the image was enlarged. When Prompt Intervention was not used, the image experienced excessive changes in both perspective composition and content. Conversely, by combining both, we can simultaneously completely remove specific features while maintaining a high similarity. This demonstrates the effectiveness of our framework.

**Comparisons with LLM-based Methods**

To explore the differences from traditional LLM-based approaches, we adopt different methods to design instruction: Human Design: Instruction designed manually based on task objectives. In-context Learning (Brown et al. 2020): Instead of providing instruction of guidance, we present all samples that were used to learn instruction. We employed Prompt Intervention for all methods to control variables. As shown in Table 3, we observe that In-context Learning has a relatively low evasion ratio in this task. This could be attributed to the task’s complexity and significant differences from the training stage of language models. On the other hand, Human Design exhibits better results, but it still falls short in terms of evasion ratio compared to our method. Additionally, Human Design requires additional human resources in designing prompts for LLM. This demonstrates the superiority of our approach.

**Results of LLM Rewriting**

In order to explore why LLM can effectively help us with ORES, we presented some results of LLM outputs. Please note that since ChatGPT API may return different results with each call, what we show here is one of the possible generated results. As shown in Figure 5, LLM successfully removes the given concept from the user’s query. We observe that LLM can understand synonyms, antonyms, and conceptual relationships correctly, which significantly enhances the model’s usability and robustness. Moreover, we also notice that LLM not only removes the concept itself but also modifies words or phrases related to those concepts. This demonstrates the powerful language capabilities of LLM.

**Extending to Other Tasks**

ORES involves multiple tasks, and our method not only serves image generation but also directly works for various tasks without any modifications. We conducted experiments in four common tasks within the visual synthesis: (a) image generation, (b) image editing, (c) image inpainting, and (d) video synthesis. For the diffusion model, we used pre-trained models from previous work without any changes.

---

### Table 1: Overall results of Open-vocabulary Responsible Visual Synthesis. TIN outperforms others on both evasion ratio and visual similarity, which shows the effectiveness of our TIN. M- and H- denote machine and human evaluation respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>M-Evasion Ratio (↑)</th>
<th>M-Visual Similarity (↑)</th>
<th>H-Evasion Ratio (↑)</th>
<th>H-Visual Similarity (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black List</td>
<td>2.3%</td>
<td>0.504</td>
<td>4.5%</td>
<td>0.494</td>
</tr>
<tr>
<td>Negative Prompt</td>
<td>39.8%</td>
<td>0.555</td>
<td>50.2%</td>
<td>0.545</td>
</tr>
<tr>
<td>TIN (Ours)</td>
<td>85.6%</td>
<td>0.593</td>
<td>89.5%</td>
<td>0.594</td>
</tr>
</tbody>
</table>

### Table 2: Ablation results of proposed method. Both Learnable Instruction and Prompt Intervention show the effectiveness in evasion ratio and visual similarity. M- and H- denote machine and human evaluation respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>M-Evasion Ratio (↑)</th>
<th>M-Visual Similarity (↑)</th>
<th>H-Evasion Ratio (↑)</th>
<th>H-Visual Similarity (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W/o Learnable Instruction</td>
<td>28.8%</td>
<td>0.530</td>
<td>30.3%</td>
<td>0.547</td>
</tr>
<tr>
<td>W/o Prompt Intervention</td>
<td>84.7%</td>
<td>0.507</td>
<td>88.0%</td>
<td>0.431</td>
</tr>
<tr>
<td>TIN (Ours)</td>
<td>85.6%</td>
<td>0.593</td>
<td>89.1%</td>
<td>0.594</td>
</tr>
</tbody>
</table>

### Table 3: Comparisons with LLM-based methods on machine evaluation. We surpass prior methods significantly.

<table>
<thead>
<tr>
<th>Model</th>
<th>Evasion Ratio (↑)</th>
<th>Visual Similarity (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human Design</td>
<td>61.1%</td>
<td>0.576</td>
</tr>
<tr>
<td>In-context Learning</td>
<td>28.8%</td>
<td>0.530</td>
</tr>
<tr>
<td>TIN (Ours)</td>
<td>85.6%</td>
<td>0.593</td>
</tr>
</tbody>
</table>
Table 5: Samples of dataset and rewriting results. LLM can understand synonyms, antonyms, and conceptual relationships.

<table>
<thead>
<tr>
<th>User's Query</th>
<th>Administrator's Forbidden Concept</th>
<th>De-risked Query from LLM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nature’s flow meets architectural prowess in this stunning curved bridge over the tranquil river.</td>
<td>Arched</td>
<td>Nature’s stillness pairs with architectural meekness in this striking straight bridge over the tumultuous river.</td>
</tr>
<tr>
<td>Adorned with natural beauty, this vase is a stunning addition to any space.</td>
<td>Decorated</td>
<td>Enhanced with natural beauty, this vase is a minimalist addition to any space.</td>
</tr>
<tr>
<td>Camouflaging my baldness with a suave toupee, now I’m the manne attraction!</td>
<td>Bald</td>
<td>Revealing my luscious locks with pride, now I’m the head turner!</td>
</tr>
<tr>
<td>Gargantuan, the behemoth of the jungle, reigns supreme over all who dare to challenge its might.</td>
<td>Large</td>
<td>Minuscule, the dwarf of the jungle, is inferior to all who dare to challenge its weakness.</td>
</tr>
</tbody>
</table>

Figure 5: Samples of dataset and rewriting results. LLM can understand synonyms, antonyms, and conceptual relationships.
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Figure 6: Results in different visual synthesis tasks. Our pipeline is effective on different tasks and synthesis models.

**Image Editing** As shown in Figure 6 (b), our method successfully avoids the violent synthesis of images. The IN-STRUCTPix2Pix (Brooks, Holynski, and Efros 2023) followed the user’s request to synthesize a vividly burning house, but the potential violent elements could lead to ethical issues with the image. Our method successfully prevents the synthesis of a burning house and, to some extent, adheres to the user’s request by providing a damaged house, significantly reducing the risk of generating violent images.

**Image Inpainting** As shown in Figure 6 (c), our method does not synthesize content that may include brand trademarks. The original CONTROLNET (Zhang and Agrawala 2023) generated an interface highly similar to the Windows 8 start screen, but Windows 8 was never released on the hardware depicted in the image, which could pose a risk of commercial infringement. Our method avoids generating responsibly and ensures the quality of image inpainting.

**Video Generation** As shown in Figure 6 (d), our method does not synthesize content that may contain copyrighted characters. The original VIDEOFUSION (Luo et al. 2023) generated high-quality videos that match the user’s queries, but considering the user input in the image, there might be copyrighted characters, which could lead to copyright risks.

Our method replaces copyrighted characters with ordinary people without copyright issues while maintaining a high similarity in the video content.

**Conclusion**

The misuse of visual synthesis models is having a growing impact on the international community. Therefore, responsible AI has become a highly important field in recent years. This paper proposed a novel task termed Open-vocabulary Responsible Visual Synthesis (ORES), wherein the synthesis model must refrain from incorporating unspecified visual elements while still accommodating user inputs of diverse content. To tackle this issue, we designed Two-stage Intervention (TIN) framework, which encompassed two key stages: 1) rewriting with learnable instruction and 2) synthesizing with prompt intervention on a diffusion synthesis model and a large-scale language model (LLM). TIN can effectively synthesize images avoiding specific concepts but following the user’s query as much as possible. To evaluate ORES, we conducted a publicly available dataset, benchmark, and baseline models. Experimental results demonstrated the effectiveness of our method in reducing risky image generation risks. Our work highlighted the potential of LLMs in responsible visual synthesis.
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