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Abstract

Reinforcement Learning (RL) has achieved remarkable success in safety-critical areas, but it can be weakened by adversarial attacks. Recent studies have introduced "smoothed policies" to enhance its robustness. Yet, it is still challenging to establish a provable guarantee to certify the bound of its total reward. Prior methods relied primarily on computing bounds using Lipschitz continuity or calculating the probability of cumulative reward being above specific thresholds. However, these techniques are only suited for continuous perturbations on the RL agent’s observations and are restricted to perturbations bounded by the \(l_p\)-norm. To address these limitations, this paper proposes a general black-box certification method, called ReCePS, which is capable of directly certifying the cumulative reward of the smoothed policy under various \(l_p\)-norm bounded perturbations. Furthermore, we extend our methodology to certify perturbations on action spaces. Our approach leverages \(f\)-divergence to measure the distinction between the original distribution and the perturbed distribution, subsequently determining the certification bound by solving a convex optimisation problem. We provide a comprehensive theoretical analysis and run experiments in multiple environments. Our results show that our method not only improves the tightness of certified lower bound of the mean cumulative reward but also demonstrates better efficiency than state-of-the-art methods.

Introduction

The utilisation of neural networks in Reinforcement Learning (RL) has achieved remarkable success in safety-critical domains, such as controlling robots and autonomous driving (Sallab et al. 2017; Pan et al. 2017; Johannink et al. 2019; Cai et al. 2023; Wu et al. 2023). Nevertheless, recent research has revealed their vulnerability to adversarial perturbations (Szegedy et al. 2014; Madry et al. 2017; Goodfellow, Shlens, and Szegedy 2015; Mu et al. 2021; Jin et al. 2022; Zhang et al. 2021; Wang et al. 2022). For example, numerous studies have demonstrated that even well-trained RL policies can suffer significant failures when directly perturbing the observations of the RL agent (Pattanaik et al. 2018) or in action space (Lin et al. 2017). In this regard, it is vital to analyse their robustness before their deployment in safety-critical systems (Christiano et al. 2016; Cheng et al. 2019).

Various empirical defences have been proposed to defend adversarial attacks in RL systems (Manikandan et al. 2011; Pattanaik et al. 2017; Yin et al. 2023), while it has been demonstrated that even robust models can still be compromised by more advanced attack methods (Russo and Proutiere 2019). Hence, there is a need for computing provable guarantees for the trained policy to break the ongoing cycle of attacks and defenses, which is referred to as robustness certification (Huang et al. 2020; Ruan, Yi, and Huang 2021). The majority of studies aiming to provide robustness certification primarily focus on classification tasks, while the certification for RL remains largely unexplored.

Compared to classification tasks, certifying RL engages more challenges due to its sequential decision-making nature (Huang, Jin, and Ruan 2023). To address this obstacle, recent efforts have focused on certifying a "smoothed policy" based randomised smoothing strategies. These methods are distinguished due to they do not require access to the internal architecture and parameters of the DNNs, which is referred to as black-box certification. For instance, Wu et al. (2021) employed Lipschitz continuity to approximate the final output, but this approach resulted in a loose bound. Instead of directly certifying the lower bound, Kumar, Levine, and Feizi (2021) proposed certifying the reward by breaking it down into several thresholds and then assessing the probability of the cumulative reward staying above a specific threshold. However, this method proved too restrictive, leading to a loss of essential information regarding the output reward and resulting in weaker certificates for smoothed policies. Additionally, both approaches can only handle observation perturbations under the \(l_p\)-norm bound. However, in the real world, adversaries can perturb both observations and actions within the bounds of various perturbation constraints of the \(l_p\)-norm.

Thus, this paper focuses on effectively certifying the lower bound of mean utility for a policy under diverse \(l_p\)-norm perturbations. We present a novel approach based on the generalisation theorem between distributions. By leveraging this theorem, we demonstrate that determining the lower bound of expected utility can be achieved by solving a convex optimisation problem. Doing this enables us to di-
rectly compute the lower bound, resulting in enhanced certification outcomes. Additionally, by employing $f$-divergence to quantify the distance between distributions, our approach can be expanded to provide certification for a range of $l_0$-norm bounded perturbations, which includes certifying observation perturbations constrained by the $l_1$-norm and action space perturbations bounded by the $l_0$-norm. Our contributions can be summarised as:

(i) We propose a novel methodology to directly certify the cumulative reward of the smoothed policy. This approach uses $f$-divergence to gauge the separation between the original distribution and the perturbed distribution.

(ii) Our method is capable of handling perturbations bounded by both $l_0$ and $l_1$-norm. This work is the first of its kind to consider the certification of the $l_0$-norm bounded perturbation in the action space.

(iii) By comparing our method with the previous approach, we theoretically validate that our method can enhance certified robustness by taking into account the distribution of cumulative rewards during sampling.

(iv) We empirically demonstrate that our method outperforms the state-of-the-art methods, producing tighter bounds for $l_2$ perturbations. Our intensive experiments in various environments also validate the effectiveness of our certification method for $l_1$ perturbations in observation and $l_0$ perturbations in the action space.

Related Work

Various empirical defences have been proposed to defend adversarial attacks in RL systems (Manikandan et al. 2011; Pattanaik et al. 2017; Eysenbach and Levine 2022), and certain studies have employed adversarial training techniques to enhance policy robustness (Shen et al. 2020; Zhang et al. 2020). The robustness certification mainly focused on classification tasks. They employ various approaches, such as deterministic methods (Ehlers 2017; Ruan, Huang, and Kwatokowska 2018; Wong and Kolter 2018; Mu et al. 2022; Sun and Ruan 2023; Wang et al. 2023; Zhang, Ruan, and Xu 2023), and probability-based techniques (Lecuyer et al. 2019; Cohen, Rosenfeld, and Kolter 2019; Jin et al. 2023; Zhang, Ruan, and Fieldsend 2022; Mu et al. 2023), to establish lower bounds for the classification accuracy in the presence of specific perturbations. Regarding the certification of robustness in RL, Wu et al. (2021) introduced a method to certify both the reward and action taken at each time step. However, they can only handle non-adaptive adversaries in static scenarios. Another study by Kumar, Levine, and Feizi (2021) aimed to compute a lower bound for the mean cumulative reward in the face of adaptive adversaries, using the Neyman-Pearson Lemma. Yet, their method necessitates dividing the reward into multiple thresholds and subsequently determining whether the reward exceeds these thresholds. In this paper, we present a general technique by solving convex optimization problems, which directly enables the certification of cumulative rewards in the presence of adaptive adversaries, without the need to partition the reward. Broader discussions of related work are given in Appendix H.

Preliminaries

Deep Q-Networks (DQNs)

Markov decision processes (MDP) serve as the foundation of reinforcement learning (RL). It can be formed by a tuple $(S, A, P, R, \gamma)$, where $S \in \mathbb{R}^D$ represents a set of continuous states, $A$ is a set of discrete actions, $P: S \times A \to \mathcal{P}(S)$ is the transition function, $R: S \times A \to \mathbb{R}$ denotes the reward function, and $\gamma$ is the discount factor $\in [0, 1]$. We denote the stationary policy as $\pi: S \to \mathcal{P}(A)$. In the state $s_t \in S$ at the time step $t$, the agent will take action $a_t \in A \sim \pi(s_t)$ and then move to the next state $s_{t+1} \sim P(s_t, a_t)$, receiving the reward $R(s_t, a_t)$. The objective is to learn a policy that maximises expected discounted cumulative reward $\mathbb{E}[\sum_t \gamma^t R(s_t, \pi(s_t))]$.

Deep Q networks (Mnih et al. 2013) used a neural network to approximate the maximum expected cumulative reward, which is called the action value function (Q function), after taking action $a_t$ at the state $s_t$, $Q(s_t, a_t) = R(s_t, a_t) + \gamma \mathbb{E}_{a_{t+1} \sim \pi(s_{t+1})}[Q(s_{t+1}, a_{t+1})]$. The system consists of two neural networks: one is responsible for updating the network parameters $\theta$, while the other acts as the target network, sharing the same architecture as the first but with fixed parameters. Once the initial network has undergone multiple iterations, its parameters are transmitted to the target network. Additionally, a replay buffer is utilised to store experience tuples generated through interactions with the environment. These tuples are subsequently fed into the neural network to update the parameters.

Policy Smoothed Reinforcement Learning

This paper focuses on evaluating the finite-step Reinforcement Learning with smooth policy introduced by Kumar, Levine, and Feizi (2021). The smoothing policy training process involves incorporating random smoothing noise from a probability distribution into the observation of the input state $s_t$ of the agents at each time step $t$. For a detailed demonstration of the training process, please refer to the Appendix A.

Definition 1. (Smoothed policy) Given policy $\pi$, let $\forall s_t \in S$, the noise vector $\Delta_t \in \mathbb{R}^N$ is i.i.d drawn from the Gaussian distribution $N(0, \sigma^2 I_N)$, the smoothed policy can be represented as

$$\bar{\pi}(s_t) = \pi(s_t + \Delta_t) := \arg \max_{a_t \in A} \tilde{Q}^\pi(s_t + \Delta_t, a_t)$$

(1)

The objective is to establish a lower bound on the expected sum of rewards obtained within a finite time frame when the observation is perturbed under a constraint. Kumar, Levine, and Feizi (2021) proposed to certify the lower bound of the mean reward based on the technique developed by (Kumar et al. 2020) using the empirical cumulative distribution function (CDF) of the probability of surpassing a specific threshold. In this paper, we propose a general framework that can find the lower bound of mean cumulative reward directly via the optimisation approach.

Methodology

Our main objective is to certify the lower bound of the mean cumulative reward during the testing in the presence
of an adversary intentionally perturbing the agent’s observations or actions. In particular, perturbations within the action space constitute a distinct instance of $l_0$ perturbation, which we will explicitly define in following section. In this section, our primary focus is on perturbations in observations.

**General Robustness Certification**

We consider the general adversarial setting in reinforcement learning (Kumar, Levine, and Feizi 2021; Wu et al. 2021), where the observation of the agent is perturbed by $\delta_t$ at each time step $t$. Suppose that the entire sequence of adversarial perturbation is $\delta = \{\delta_1, \delta_2, \ldots\}$ and the overall $l_p$-norm of the perturbation is bounded by $\epsilon$. The adversarial attack aims to reduce the cumulative reward of the smoothed policy by perturbing the observations:

$$\min_{\epsilon} J_\epsilon(\tilde{\pi}) := \sum_{t=0}^{T-1} \gamma^t R(s_t, \pi(s'_t)) = \sum_{t=0}^{T-1} \gamma^t R(s_t, \tilde{\pi}(s_t + \delta_t)), \text{ s.t. } \|\delta_1, \delta_2, \ldots\|_p \leq \epsilon$$

(2)

The robust certification for the provably robust RL with policy $\pi$ in the finite-step game is to certify the lower bound of the total reward $J$ under the norm bound perturbation $\epsilon$.

$$\min_{\pi} J_\epsilon(\tilde{\pi}) \geq J, \text{ s.t. } \|\delta\|_p \leq \epsilon$$

(3)

Nevertheless, it is challenging to obtain the exact solution for this worst-case function. In this paper, instead of investigating the adversarial attack within the observation space $s_t \in \mathcal{S}$, we shift our focus to studying it within the domain of probability measures over observations. The smoothed policy can be interpreted as incorporating random inputs by sampling observations from the distribution $\mu(s_t)$. In other words, we define $\tilde{\pi}$ as $\pi_{\epsilon_1 \sim \mu(s_1)}(\epsilon_2)$, where $\epsilon_2$ represents the sampled observation.

In the reinforcement learning (RL) framework, since the perturbation introduced to one step may depend on the current state, previous action, and previous observation. It was shown that incorporating noise into sequential observations within the RL framework does not result in an isometric distribution across the observation space. Therefore, in line with previous research (Kumar, Levine, and Feizi 2021), we expend the complete perturbation budget, denoted as $\delta$, summarised in the initial coordinate of the initial perturbation vector to simplify the analysis.

**Definition 2.** Given a state trajectory $(s_0, s_1, \ldots, s_{T-1})$, we define the smoothed state and observation trajectory as $\tau = (s_0, s_1, s_2, \ldots, s_{T-1})$ where $s_{T-1} \sim P(s_t, \pi(s_t))$ and $\epsilon_t \sim \mu(s_t)$. Suppose we perturb the observation at each time step by $\delta_t$, the perturbed trajectory can be defined as $\tau = (s_0, s_0', s_1', s_2', \ldots, s_{T-1}', s_{T-1}' \sim P(s_t', \pi(s_t'))$ and $\epsilon_t' \sim \mu(s_t')$. In the following analysis in this paper, $\tau \sim \mu(s_t')$ represents the smoothed trajectory and $\tau \sim \mu(s_t')$ denotes the perturbed trajectory.

The objective in Eq. 3 can be rewritten as:

$$\min_{\epsilon \in \mathcal{E}, \|\delta\| \leq \epsilon} J(\tau) := \sum_{t=0}^{T-1} \gamma^t R(s_t', \pi(\epsilon_t')) \geq J$$

(4)

Under the constraint $\epsilon \in \mathcal{E} = \{\epsilon(s_t') : \|\delta\| \leq \epsilon\}$, this is an infinite-dimension optimisation problem over the space of probability distribution $\epsilon \in \mathcal{P}(s_t')$. Suppose that $p$ is the distribution across the smoothed observations, $p = \mu(s_t)$, the divergence constraint can be represented as $D \subseteq \{\epsilon : D(q\|p) \leq \epsilon\}$, where $D$ is the divergence between two distributions.

**Divergence Measure**

The verification problem can be formulated as an optimisation problem to find the minimum expected utility of the smoothed policy $\tilde{\pi}$:

$$\min_{\epsilon \in \mathcal{E}} E[J(\tau)]$$

(5)

where $D \subseteq \{\epsilon : D(q\|p) \leq \epsilon\}$. To address this issue, we must establish a particular relaxation of the set $D$, as it may not be convex and cannot be solved directly. Hence, we will consider the sets $D(q\|p)$ that can be easily optimised over. In this paper, we will explore three broad constraint sets of $f$-divergences (Csiszár 1967) that can be adapted to evaluate the $l_p$-norm between two distributions.

**Definition 3.** ($f$-divergence measure (Csiszár 1967)). Given the distribution $q, p \in \mathcal{P}(s)$, $f$ is a convex function with $f(1) = 0$.

$$D(q\|p)_f := \int f\left(\frac{dq}{dp}\right) dp$$

(6)

Notably, $D(q\|p) \geq 0$, and $D(q\|p) = 0$ if $q = p$. Given the reference distribution $p$ and the $f$-divergence $D(q\|p)$, the constraint set under the bound $\epsilon_D \geq 0$ can be defined as

$$D_f = \{\epsilon \in \mathcal{P}(s) : D(q\|p) \leq \epsilon D\}$$

(7)

**Optimisation Based Certification Approach**

In this section, we demonstrate our approach to tackling the challenges of the solving problem given in Eq.4, which is achieved by converting it into a convex optimisation problem. Our methodology is versatile, capable of accommodating various constraint sets $D$ defined by diverse f-divergences. The foundational support for constructing the convex optimisation problem is derived from the Generalised Donsker-Varadhan Variational Formula, as presented in Theorem 4.2 of Ben-Tal and Teboulle (2007). This formula plays a pivotal role in establishing a duality connection between the primal and dual forms of the Optimal Control of Expectations (OCE) optimisation problem.

In this paper, we extend the utility of this theorem, adapting it as a fundamental theorem to determine the optimal lower bound for the expected cumulative reward within the framework of RL.

**Corollary 1.** (Adaptive Generalized Donsker-Varadhan Variational Formula for RL) Given the $f$-divergence, Suppose $q = \mu(s'_t), p = \mu(s_t)$, let $z(\tau) = \frac{q(\tau)}{p(\tau)}$, which represents the likelihood ratio over the full trajectory $\tau$. $J(\tau)$ denoting as the cumulative reward of the smoothed policy. Given a convex function $f$ with $f(1) = 0$, we have

$$\min_{\epsilon} \left\{ D(q\|p) + E_{\tau\sim p}[z(\tau)J(\tau)] \right\}$$

$$= \max_{\eta \in \mathbb{R}} \left\{ \eta - E_{\tau\sim p}[f(\eta - J(\tau))] \right\}$$

(8)

1All proofs for Theorems are available in the Appendix.
where $f^*$ represents the convex conjugate (the Legendre--Fenchel transform) of $f$, $f^*(x) = \max_{y \geq 0}(xy - f(y))$.

Building on Corollary 1, we derive the pivotal theorem in this paper, which serves as the objective for the convex optimisation problem.

**Theorem 1.** Given a convex function $f$ with $f(1) = 0$, and $f^*$ is its convex conjugate. Under the $f$-divergence constraint $D_f(q||p) \leq \epsilon_D$ with $\epsilon_D \geq 0$, let $z(\tau) = \frac{a(\tau)}{\nu}$, we can solve the following convex optimisation problem to find the optimal value for the expected cumulative reward of the smoothed policy $\tilde{\pi}(s)$:

$$\max_{\nu > 0, \eta \in \mathbb{R}} \left\{ \nu \left[ \eta - E_{\tau \sim p} \left( f^* \left( \eta + \epsilon - \frac{J(\tau)}{\nu} \right) \right) \right] \right\}$$

(9)

**Proof.** Based on Corollary 1, we can rewrite the formula on the right side:

$$\max_{\nu > 0, \eta \in \mathbb{R}} \left\{ \nu \left[ \eta - E_{\tau \sim p} \left( f^* \left( \eta + \epsilon - \frac{J(\tau)}{\nu} \right) \right) \right] \right\} = \max_{\nu > 0, \eta \in \mathbb{R}} \left\{ \nu \left[ \eta + \epsilon - E_{\tau \sim p} \left( f^* \left( \eta + \epsilon - \frac{J(\tau)}{\nu} \right) \right) \right] - \epsilon \right\}$$

$$= \max_{\nu > 0} \left\{ \nu \left[ t - E_{\tau \sim p} \left( f^* \left( t - \frac{J(\tau)}{\nu} \right) \right) \right] - \epsilon \right\}$$

$$= \max_{\nu > 0} \left\{ \min_{\nu} \left\{ D(q||p) + E_{\tau \sim p} \left[ z(\tau) J(\tau) \right] + \nu (D(q||p) - \epsilon) \right\} \right\}$$

$$= \min_{\nu} \left\{ E_{\tau \sim p} \left[ z(\tau) J(\tau) \right] \right\}$$

As a result, maximising the problem stated in Eq. 9 can give the lower bound for the mean cumulative reward.\hfill\Box

To solve the convex optimisation problem in Eq. 9, we need to estimate the expected value of $E_{\tau \sim p} \left( f^* \left( \eta + \epsilon - \frac{J(\tau)}{\nu} \right) \right)$. In the RL system, due to its sequential decision-making nature, calculating the precise expectation of cumulative reward in closed form is challenging. To overcome this obstacle, we employ Monte Carlo Sampling as a means to approximate the cumulative reward. Given a random variable with distribution $p(x) = \mu(x)$, where $x^1, x^2, ..., x^M$ are drawn independently and identically from distribution $p(x)$, the expected value of $x$ can be approximated as $\hat{\mu}(x) = \frac{1}{M} \sum_{i=1}^{M} x^i$.

Our verification procedure is outlined in Algorithm 1. Initially, we generate $M$ episodes by introducing noise $\Delta$ to observations, where the noise values $\Delta$ can be independently and identically drawn from a normal distribution $\mathcal{N}(0, \sigma^2 I_D)$. In the context of RL, we sample random noise from a fixed distribution and incorporate noise with observations to observe multiple instances of cumulative reward. Subsequently, we observe $M$ cumulative rewards $(J_1, J_2, ..., J_M)$. These samples are then utilised to solve the jointly convex optimisation problem (Eq. 9), which can be efficiently addressed using a powerful tool (Diamond and Boyd 2016). Finally, we obtain the optimal values of $\nu$ and $\eta$ through this optimisation process.

To establish a confidence guarantee for the lower bound of the objective function, we need to estimate the maximum value of the expectation term denoted as $E_{U} \geq E_{\tau \sim p} \left( f^* \left( \eta + \epsilon - \frac{J(\tau)}{\nu} \right) \right)$. To achieve this approximation, we increase the number of i.i.d. samples, denoted as $M$, drawn from the distribution $p$. These additional samples are used to compute an upper bound with high confidence, centred around the empirical estimation of the expectation term. In this paper, we employ the widely recognised Hoeffding’s bound (Shivaswamy and Jebara 2010) to approximate the lower bound of this expectation.

**Definition 4.** (Hoeffding’s bound evaluation) At each state, we randomly sampling perturbed observation i.i.d from distribution $p = \mu(s_t)$. We run $M$ episodes to obtain cumulative rewards, $(J(\tau_1), J(\tau_2), ..., J(\tau_M))$. Then, for any $\alpha > 0$, we can obtain the provable evaluation bound of the expectation

```
Algorithm 1: Certified Robustness Bound of the Cumulative Reward

Input: Smoother Policy \( \tilde{\pi} \); action value function \( Q^{\tilde{\pi}} \); perturbation bound \( \epsilon \); divergence function \( f \)
Parameter: small sampling size \( M \); large sampling size \( \hat{M} \); Gaussian distribution parameter \( \sigma \); confidence parameter \( \alpha \)

1: function 
2:   SmoothingRewardSet(\( M, Q^{\tilde{\pi}} \))
3:       \( \nu \leftarrow 0 \)
4:       for \( t \leftarrow 1, T \) do
5:         Generate noise \( \Delta \sim N(0, \sigma^2 I_D) \)
6:         \( s_t' \leftarrow s_t + \Delta \)
7:         \( a_t \leftarrow \arg \max Q^{\tilde{\pi}}(s_t', a_t) \)
8:         Execute \( a_t \) and obtain \( R \) and \( s_{t+1} \)
9:         \( J_m \leftarrow J_m + R \)
10: \( J \leftarrow \{J_1, ..., J_M\} \)
11: return \( J \)

12: function Optimisation(\( M, Q^{\tilde{\pi}}, \epsilon, f \))
13: \( J \leftarrow \text{SmoothingRewardSet}(\( M, Q^{\tilde{\pi}} \)) \)
14: Solve the convex optimisation problem
15: \( \max_{\nu > 0, \eta \in \mathbb{R}} \left\{ \nu \left[ \eta - \sum_{i=1}^{M} \left( f^* \left( \eta + \epsilon - \frac{J_i}{\nu} \right) \right) \right] \right\} \)
16: return \( \nu^*, \eta^* \)

\( \triangleright \) Compute the lower bound of certified reward
17: \( \nu^*, \eta^* \leftarrow \text{Optimisation}(\( M, Q^{\tilde{\pi}}, \epsilon, f \)) \)
18: \( \hat{J} \leftarrow \text{SmoothingRewardSet}(\( M, Q^{\tilde{\pi}} \)) \)
19: Substitute the \( \nu^* \) and \( \eta^* \) to compute \( f^* \left( \eta^* + \epsilon - \frac{\hat{J}}{\nu^*} \right) \)
for \( i = 1, 2, ..., \hat{M} \)
20: Apply Eq. 10 to compute \( E_{U} \) by replacing \( h(\tau_i) \) with \( f^* \)
21: Substitute the expectation term by \( E_{U} \) in Eq. 9 to obtain the final lower bound of mean reward.
```
value of $h(\tau)$:
\[
P\left(\frac{1}{M} \sum_{i=1}^{M} h(\tau_i) - E_{\tau \sim p}(h(\tau)) \leq \zeta\right) \leq 1 - \alpha
\]
where $h(\tau_i) = f^* \left( \eta + \epsilon - \frac{J(\tau_i)}{\nu} \right)$.

The Definition 4 remains valid when $\zeta = \sqrt{\frac{R^2}{2M} \log \frac{2}{\alpha}}$, where $R$ is the range of $h(\tau)$. Therefore, with confidence at least $1 - \alpha$, we have
\[
E_U = \frac{1}{M} \sum_{i=1}^{M} h(\tau_i) + \zeta. \quad (10)
\]

### Comparison with Prior Work

Two existing studies concerning the certification of cumulative rewards in RL are Kumar, Levine, and Feizi (2021) and Wu et al. (2021). In (Kumar, Levine, and Feizi 2021), the authors tackle certification by forming it as a classification problem, determining whether the cumulative reward surpasses a specific threshold. They utilise integrals to calculate the total expected reward through the cumulative distribution function. Conversely, Wu et al. (2021) directly certifies the lower boundary of the anticipated reward by exploiting the Lipschitz continuity of the smoothed reward. Nevertheless, in comparison to both our work and the methodology proposed by Kumar, Levine, and Feizi (2021), this approach demonstrates a relatively weak performance, as indicated by the findings in our experimental results provided in the Appendix I. This divergence in performance could be potentially due to their emphasis on certifying per-step perturbations. Consequently, in this article, we will present a theoretical analysis that elucidates why our method outperforms the approach introduced in (Kumar, Levine, and Feizi 2021). The problem they studied in may be treated as a special case of our methodology. When considering the case of smoothed Gaussian noise i.i.d sampling from distribution $N(0, \sigma^2 I_D)$, the Hockeey-Stick divergence can be analytically calculated, which can be expressed as a function of the $l_2$-norm, as established in Dong et al. (2021) (detailed proof in Appendix D). The Hockeey-Stick divergence, denoted as $D_{H,S,\lambda}(q||p)$, is defined by the function $f(x) = \max(x - \lambda, 0) - \max(1 - \lambda, 0)$.

The certification framework proposed in (Kumar, Levine, and Feizi 2021) involves working with a reward range and separating it into multiple thresholds. We can reformulate our optimisation objective to recover the certification result presented in (Kumar, Levine, and Feizi 2021) as following:

#### Theorem 2. (CDF-based optimisation framework)
Suppose the reward range is $(a, b)$ and considering $n$ thresholds, denoted as $a < g_1 < g_2 < \ldots < g_n < b$. Let $\theta_i$ represent the lower bound of probability that the total reward obtained by the smoothed policy is above the threshold $g_i$. Let $f^*$ be the convex conjugate of Hockeey-Stick divergences, we have
\[
\max_{\nu \geq 0, \nu \in \mathbb{R}} \nu \left[ \eta - \left( (1 - \theta_1) f^* \left( \eta + \epsilon - \frac{a}{\sigma^2} \right) + \sum_{i=1}^{n} (g_{i+1} - g_i) \theta_i f^* \left( \eta + \epsilon - \frac{a}{\sigma^2} \right) + \theta_n f^* \left( \eta + \epsilon - \frac{a}{\sigma^2} \right) \right) \right] + \sum_{i=1}^{n} (g_{i+1} - g_i) \theta_i f^* \left( \eta + \epsilon - \frac{a}{\sigma^2} \right)
\]

Therefore, to compare our algorithm with the CDF-based algorithm in (Kumar, Levine, and Feizi 2021), let $H(g_i) = P(J(\tau) \geq g_i)$ represent the probability of the cumulative reward being above $s_i$, we have the following derivation:
\[
\eta - \left( (1 - \theta_1) f^* \left( \eta + \epsilon - \frac{a}{\sigma^2} \right) + \sum_{i=1}^{n} (g_{i+1} - g_i) \theta_i f^* \left( \eta + \epsilon - \frac{a}{\sigma^2} \right) + \theta_n f^* \left( \eta + \epsilon - \frac{a}{\sigma^2} \right) \right) + f^* \left( \eta + \epsilon - \frac{a}{\sigma^2} \right) H(g_i) \right)
\]

The inequality in the derivation follows the Jensen’s inequality. Therefore, by optimising the Eq. 9, it is possible to achieve either equivalent or more stringent bounds as those in Kumar, Levine, and Feizi (2021). The experimental optimisation objective aimed at certifying the $l_2$-norm perturbation is detailed below:

#### Theorem 3. (Optimisation Objective to verify $l_2$-norm bound by Gaussian Noise)
Given the parameter $\lambda$ of the Hockeey-Stick divergence, we can solve the following convex optimisation problem to find the minimum bound of the mean cumulative reward:
\[
\max_{\nu > 0, \nu \in \mathbb{R}} \{ \eta - E \left[ \max((\eta + \nu \epsilon - J(\tau)) \lambda, 0) \right] + \nu \max(1 - \lambda, 0) \} \text{ s.t. } \eta \leq \nu(1 - \epsilon) + J(\tau)
\]

### Certification on $l_1$-Norm

To certify the $l_1$-norm perturbation, the problem in the context of RL can be formulated as the accumulation of perturbation magnitudes applied to the agent’s observations, constrained by $\epsilon_D$. The objective is to find $\epsilon_D$ that satisfies $D_{\epsilon_D,s_i} := \{ q \in \mathcal{P}(s_i) : D_f(q||p) \leq \epsilon_D \}$. We suppose the noise distribution, however, is more general than the Gaussian distribution $N(0, \sigma^2 I_D)$, then we can adapt Theorem I in (Barsov and Ulyanov 1987). This allows us to employ the total variation distance $TV(q||p) = D_f(q||p)$, where $f(x) = \frac{1}{2} |x| - 1$, as a measurement based on the $l_1$-norm.

#### Theorem 4. Given state $s_i \in S$, we consider two Gaussian distributions: $p = N(s_i, \sigma^2 I_D)$ and $q = N(s_i', \sigma^2 I_D)$, where $s_i' = s_i + \delta_i$. Under the constraint of $TV(q||p) \leq \epsilon$, the total variation distance for any two distributions $(p, q)$ is defined as $\epsilon_{TV} = 2\Phi(\frac{\epsilon}{2\sigma})$, where $\Phi$ is the CDF of standard normal distribution.

The objective function to certify the lower bound of the expected utility under $l_1$-norm perturbation is:
\[
\max_{\nu > 0, \nu \in \mathbb{R}} \left\{ \eta - E_{\tau \sim p} \left[ \max(\eta + \nu \epsilon - J(\tau), -\frac{\nu}{2}) \right] \right\} \text{ s.t. } \eta \leq \nu(1 - \epsilon) + \min(J(\tau)) \quad (11)
\]
Certification on \(l_0\)-Norm

Our approach can also be extended to certify perturbations bounded by \(l_0\)-norm. Within the RL domain, the \(l_0\)-norm can be employed to quantify the number of actions manipulated when performing attacks in the discrete action space. We define a smooth policy denoted as \(\tilde{\pi}\), which is developed by introducing an element of randomness by not selecting the best action at each step with probability \(k\). For the certification, we choose the worst action with a probability of \(k\) at each step. The objective is to establish a lower bound for the mean cumulative reward under an \(l_0\)-norm bound, which specifies the maximum number of allowed actions that can be changed. In this paper, we use the Rényi divergence with \(\beta\)-norm. Within the RL domain, the certification objective can be formulated as follows:

**Theorem 5.** Given a trained smoothed policy \(\tilde{\pi}\) with action space \(\mathcal{A} = \{a_1, \ldots, a_N\}\). Suppose at each step the policy has a probability of \(k\) to select the best action \(a^*\), and a probability of \(e = 1 - k\) to select an action different from \(a^*\). The total number of time steps is denoted as \(T\). The action sequences \(\mathcal{A}\) that are selected by the smoothed policy can be viewed as on the distribution of \(\mu(\mathcal{A}) = \prod_{t=1}^T (1-e)^{\delta(a_t)=a^*} \left( \frac{e}{N-1} \right)^{\delta(a_t)\neq a^*}\). The certification objective is:

\[
\max_{\nu > 0, \eta \in \mathbb{R}} \left( \nu \eta - \mathbb{E}_{\tau \sim p} [Z] \right),
\]

where

\[
Z = \begin{cases} 
\nu + \nu \frac{\beta - 1}{\beta} \frac{\max(x, 0)}{\beta} \frac{\alpha}{x^\alpha} & \text{if } \beta > 1 \\
-\nu + \nu \frac{1 - \beta}{\beta} \frac{x^{1 - \beta}}{\beta} & \text{if } 0 < \beta < 1, x \leq 0 
\end{cases}
\]

where \(x = \nu \eta + \nu \epsilon - J(\tau)\).

**Experiments**

We first demonstrate the experimental results of our method - ReCePS \(^2\), compared with the baseline to certify the cumulative reward under \(l_2\)-norm bounded perturbation. Then, we show the results of certifying the \(l_1\)-norm perturbation on observations and the \(l_0\)-norm perturbation on action space.

**Environments** We followed the baseline (Kumar, Levine, and Feizi 2021) to apply our algorithm on three standard environments: two classic control environments (‘Cartpole’ and ‘Mountain Car’) and one high-dimensional Atari game (‘Freeway’). Due to the page limit, we present the results for ‘Cartpole’ and ‘Freeway’ in the main paper, and extra experiments are provided in Appendix I.

**RL algorithm** Among the environments, the ‘Cartpole’ and two Atari games adapt a discrete action, and ‘Mountain Car’ utilises a continuous action space. We use the Deep-Q-Network (DQN) (Mnih et al. 2013) to train the policy for the discrete action space and we use deep Deterministic Gradient (DDPG) (Lillicrap et al. 2015) to train the policy based on continuous action space (Details are in Appendix A).

**Environments setup** In all experiments, we initially select \(M = 10000\) to determine the optimal value in the optimization function. Subsequently, we set \(M = 10000\) to derive the lower bound for the mean cumulative reward. The confidence level for all experimental outcomes, including baselines, is set at \(1 - \alpha = 0.99\).
Figure 2: Certified lower bound of mean cumulative reward, under $l_1$-norm bounded perturbation.

**Certified Bound Under $l_2$ & $l_1$ Perturbations**

In scenarios where the adversary can influence the agent’s observations, we adopt the approach from prior research, assuming that the adversary intervenes in each frame only once, right when it is initially observed. For both the training and testing phases, we introduce noise to create a defence policy based on smoothing techniques.

For the certification of $l_2$-norm perturbation, we compare our method with Kumar, Levine, and Feizi (2021), which is also designed to certify the adaptive RL adversary and follow the same setting to make a fair comparison. Wu et al. (2021) also proposed an algorithm to certify the cumulative reward, but they focused on certifying the policy at each step against a non-adaptive adversary. Their global reward certification method based on Lipchitz continuity is too weak compared with Kumar, Levine, and Feizi (2021) and our method (results presented in Appendix I). We use the Hocky-Stick divergence to measure the norm distance and tune the parameter $\lambda$ to achieve the best certificate. As shown in Figure 1, our method can obtain a tighter certified bound when we increase the perturbation budget, especially for the ‘Freeway’ environment. However, we can also observe that when we increase the smoothing parameter $\sigma$, the bound of our method gets closer to the bound obtained by the baseline. This could occur because as the $\sigma$ grows, the variance of the cumulative output reward distribution also increases. Consequently, employing the mean across several simulations to estimate the expectation term might result in inaccuracies

when solving the optimisation problem.

Concerning the certification of the $l_1$ norm perturbation, we present the results in Figure 2. These perturbations are structured as the sum of perturbations applied to all states, assuming that the adversary introduces perturbations to state observations throughout the entire episode. We follow the same procedure of Kumar, Levine, and Feizi (2021) to perform the attack. The outcomes reveal a clear trend: elevating the $\sigma$ value enhances policy robustness, but excessive $\sigma$ values can lead to reduced performance (lower reward).

**Certified Bound Under $l_0$ Perturbations**

For the perturbation on action space, we adapted the attack method in Lin et al. (2017), which performs an attack when the gap between the value of the best and worst actions is above a threshold. To defend against such attacks, during training and testing time we will enforce the agent to select the worst action with probability $p$. By adopting the Rényi divergence, we can compute the lower bound of cumulative reward by finding the optimal value of the convex optimisation problem in Theorem 5. However, as the problem is non-linear, we use the ‘SciPy’ optimise Python package to solve it, and we tune the parameter of Rényi divergence, $\beta$, to obtain the optimal certificate. We present the results of the experiment in ‘Cartpole’ environment in Figure 3 and experiments on other environments can be found in Appendix I. It’s evident that increasing the smoothing parameter $p$ enhances the policy’s robustness against attacks.

**Conclusion**

We introduce ReCePS – a general framework to provide a lower bound of mean cumulative reward certification that can handle perturbations bounded by various $l_p$ norms. Our approach employs the $f$-divergence to quantify the magnitude of adversarial perturbation. By solving a convex optimisation problem, we compute the optimal minimum utility. Our experiments demonstrate that ReCePS yields tighter bounds than state-of-the-art solutions, extending its applicability to perturbations within the action space.
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