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Abstract

We present a modular approach to reinforcement learning (RL) in environments consisting of simpler components evolving in parallel. A monolithic view of such modular environments may be prohibitively large to learn, or may require unrealizable communication between the components in the form of a centralized controller. Our proposed approach is based on the assume-guarantee paradigm where the optimal control for the individual components is synthesized in isolation by making assumptions about the behaviors of neighboring components, and providing guarantees about their own behavior. We express these assume-guarantee contracts as regular languages and provide automatic translations to scalar rewards to be used in RL. By combining local probabilities of satisfaction for each component, we provide a lower bound on the probability of satisfaction of the complete system. By solving a Markov game for each component, RL can produce a controller for each component that maximizes this lower bound. The controller utilizes the information it receives through communication, observations, and any knowledge of a coarse model of other agents. We experimentally demonstrate the efficiency of the proposed approach on a variety of case studies.

Introduction

One approach to synthesize a distributed controller is to first synthesize a centralized controller and then decompose it into a controller for each component. However, the resulting controllers require the full state information of all the components in general, which may be unrealizable. In the case where there is only partial or no communication between each component, producing a distributed controller is undecidable for infinite time horizons and NP-hard for fixed time horizons (Chatterjee, Chmelik, and Tracol 2016). Can we apply reinforcement learning (RL) for distributed policy synthesis without incurring these costs while still providing guarantees on performance? In addressing this question, we propose an assume-guarantee approach to RL, where we locally design a controller for each component by abstracting the behavior of neighboring components as an assume-guarantee contract. This contract defines a game: the opponent (environment) may produce the worst-case behavior for the neighboring components that still satisfy the assumption, while the controller maximizes the probability of satisfying the guarantee. The probabilities of satisfaction from each game can then be combined to provide a lower bound on the performance of the resulting distributed controller.

Large environments are often composed of a number of smaller environments with well-defined and often slim interfaces. For instance, consider the traffic intersection signal control problem for a $3 \times 3$-grid traffic network shown in Fig. 2 with 9 intersections each equipped with a traffic light. The goal is to design policies to schedule the traffic light signals to keep congestion below some defined threshold. Note that the dynamics for each intersection only depends on the condition of adjacent intersections. It may be desirable to reduce unnecessary communication between the controllers of various intersections; in particular, a centralized control algorithm may be undesirable. Additionally, since the dynamics depend on the flow of traffic, the exact dynamics may not be known and, hence, it is desirable to use RL to design a control policy.

We work with environments that are naturally decomposable into simpler entities, whose interaction with the rest of the environment is abstracted as an uncontrollable environment. We apply RL to compute policies for individual components in the environment by making assumptions on the behavior of other components in the environment, under which the correctness of the behavior of the individual component is guaranteed. Furthermore, we need to orchestrate
the assumptions and guarantees in such a way that the success of RL for individual agents guarantees the success for the network. We call such learning assume-guarantee RL.

A naïve application of assume-guarantee reasoning quickly gets circular. For instance, if we can learn a controller for all the intersections in the previous example (Fig. 2) assuming that the controllers in their adjacent intersections satisfy their objectives, does that mean that all intersections satisfy their objectives? Of course not: if all of the intersections operate away from the safety zone, the learning requirements on individual agents is vacuously satisfied, and the composed system is not guaranteed to satisfy the objective. The same reasoning can be extended to more general assumptions. Mathematical induction provides a way to circumvent this challenge. If all controllers begin in their safe zones (base case), and, at every step, assuming that the neighboring components are in the safe state allows each component to guarantee its safety for the next step (inductive step), then by induction it follows that all components in the system will indefinitely remain in their safe zones (McMillan 1998).

We generalize the inductive reasoning to handle objectives beyond safety by assuming that we are given qualitative regular specifications as deterministic finite automata (DFA) for all components in the system, and that, every component could receive the exact locations of its neighboring components on their objective DFA at every step either through communication or observation. Under these assumptions, we derive probabilistic bounds on the global behavior by computing optimal policies for individual components locally with an adversarial view of the environment. Building on this result, we employ minimax-Q learning (Littman 1994; Littman and Szepesvari 1996) to compute policies for individual components providing guarantees on the global behavior. The proposed approach gives policies that can also utilize any knowledge of a coarse model of other components. Our experimental evaluation demonstrates that such assume-guarantee RL is not only helpful in designing controllers with minimal communication, it also scales well due to 1) the reduced state space of individual RL agents and 2) the need to learn policies of homogeneous components only once (i.e., when the components have the same underlying model).

The closest data-driven approach to our problem setting is multi-agent reinforcement learning (Bușoniu, Babuška, and De Schutter 2010; Tan 1993; Castellini et al. 2021) that has the following two challenges. First, the multiple objectives in the multi-agent system may be in conflict with each other. Second, having multiple agents learn their policies at the same time may introduce non-stationarity to the system. Our approach solves these two major challenges by enabling the learning to use coarse abstractions of other agents that are correct over-approximations of their behaviors. These abstractions bound the behavior of other agents and their states are used in the local policies through observations.

**Contributions.** The key contributions of this paper are summarized below:

1. We address the problem of satisfying temporal properties on multi-agent systems (Ritz et al. 2020), where the specification is modeled by a deterministic finite automaton.
2. We provide a modular data-driven approach adapted to the underlying structure of the system that uses local RL on assume-guarantee contracts and assumes access to the current labels of other neighboring subsystems.
3. The designed policies are able to use any knowledge of (coarse) abstractions of other agents and observations of states of such abstractions.
4. We use the dynamic programming characterization of the solution to prove a lower bound for the satisfaction probability of the global specification using local satisfaction probabilities of contracts.
5. We demonstrate the approach on multiple case studies: a multi-agent grid world, room-temperature control in a building, and traffic-signal control of intersections.

Due to space limitations, some proofs are presented in (Kazemi et al. 2023).

**Problem Statement**

We write $\mathbb{R}$ and $\mathbb{N}$ to denote the set of real and natural numbers, respectively. A finite sequence $t$ over a set $S$ is a finite ordered list; similarly, an infinite sequence $t$ is an infinite ordered list. We write $S^*$ and $S^\omega$ for the set of all finite and infinite sequences over $S$. For a sequence $t \in S^* \cup S^\omega$ we write $t(i)$ for its $i$-th element. Similarly, for a tuple $t = (a_1, \ldots, a_k)$ we write $t(i)$ for its $i$-th element.

**Network of Markov Decision Processes**

For assume-guarantee RL, we consider environments that consist of a network of component environments, each modeled by a finite Markov decision process (MDP). Throughout, we assume a fixed set of Boolean observations over the state of the MDP called the atomic propositions $AP$.

**Definition 1** (MDPs). An MDP $M$ is a tuple $(S, s_0, A, P, L)$ where $S$ is a finite state space, $s_0 \in S$ is the initial state, $A$ is the finite set of actions of the controller, $P : S \times A \times S \to [0, 1]$ is the transition function, and $L : S \to 2^AP$ is a state labeling function, mapping states to a subset of the atomic propositions. The transition function is stochastic, i.e., it satisfies $\sum_{s'} P(s, a, s') \in (0, 1)$ for all $s \in S$ and $a \in A$.

We assume the states are non-blocking, i.e., there is at least one $a \in A$ for any $s \in S$ such that $\sum_{s'} P(s, a, s') = 1$. We denote by $A(s) = \{a \mid \sum_{s'} P(s, a, s') = 1\}$ the set of actions enabled at state $s \in S$. A state trajectory of $M$...
is a sequence $s(0), s(1), \ldots \in S^\omega$ such that $s(0) = s_0$, and $s(n+1) \sim P(s(n), a(n), \cdot)$ under the action $a(n) \in A(s(n))$ taken at time $n$.

**Definition 2** (Markov Games). A Markov game $G$ is a tuple $(S, s_0, A, B, \mathbf{P}, L)$ where $S$ is a finite state space, $s_0$ is the initial state, $A$ and $B$ are finite sets of actions of the controller and the environment, respectively, $P : S \times (A \times B) \times S \to [0, 1]$ is the transition function, and $L : S \to 2^{AF}$ is a state labeling function.

The semantics of a Markov game is a concurrent two-player game (Littman 1994) between two agents: the controller and its environment. The state evolution of the Markov game is very similar to an MDP. The only difference is that the probability distribution over the next state depends on the actions chosen concurrently by the controller and the environment from the sets $A$ and $B$, respectively.

**Definition 3** (MDP Network). Consider a set $\mathcal{G} = \{G_1, G_2, \ldots, G_n\}$ of components (Markov games) where for every $1 \leq i \leq n$ the component $G_i$ is given by the tuple $(S_i, s_{0i}, A_i, B_i, \mathbf{P}_i, L_i)$. An MDP network over $\mathcal{G}$ is a graph $(\mathcal{G}, \mathcal{E})$ whose vertices are associated with the components from $\mathcal{G}$ and the set of edges $\mathcal{E} \subset \mathcal{G} \times \mathcal{G}$ (that excludes self-loops) represents the dependencies between the transition functions of various games.

Given an edge from $G_i$ to $G_j$, the transition function of $G_i$ contains probabilities that depend on the state of $G_j$ modeled as actions chosen by the environment, i.e., for each $G_i$ we have that $B_i := X_{i \neq j} \in \text{Pre}(G_j)$ $S_j$, where $X$ is the Cartesian product and $\text{Pre}(G_j) = \{G_j : (G_j, G_i) \in \mathcal{E}\}$.

**Coarse Abstraction of Components**

We incorporate additional knowledge on the dynamic behavior of other components with transition systems defined as Kripke structures. Such a transition system approximates all possible behaviors of a component.

**Definition 4** (Kripke structure). A Kripke structure $M$ over $\Sigma_3$ is a tuple $(S, I, R, L)$ where $S$ is a finite set of states, $I \subseteq S$ is set of initial states, $R \subseteq S \times S$ is transition relation such that $R$ is left-total, i.e., $\forall s \in S, 3 s' \in S$ such that $(s, s') \in R$, and $L : S \to \Sigma_3$ is labeling function.

**Component Specifications**

A deterministic finite automaton (DFA) is a tuple $A = (Q, q_0, F, \Sigma_3, \sigma)$ where $Q$ is the state space, $q_0$ is the initial state, $F$ is the accepting state, $\Sigma_3$ is the input alphabet and $\sigma : Q \times \Sigma_3 \to Q$ is the transition function. The transition function $\sigma'(q, a)$ specifies the next state $q'$ in $Q$ from the current state $q \in Q$ under $a \in \Sigma_3$. The language $L(A)$ of $A$ is the set of sequences $a_0a_1a_2 \ldots \in \Sigma_3^*$ such that in the sequence $q_0q_1q_2 \ldots$ with $q_n = \sigma(q_{n-1}, a_{n-1})$, $n \in \mathbb{N}$, we have $q_i \in F$ for some $i \in \mathbb{N}$.

Given two DFAs $A_1 = (Q_1, q_0, F_1, \Sigma_3, \sigma_1)$ and $A_2 = (Q_2, q_0, F_2, \Sigma_3, \sigma_2)$, we define their product DFA $A_1 \times A_2$ as the tuple $(Q_1 \times Q_2, q_0, F_1 \times F_2, \Sigma_3, \sigma_1 \times \sigma_2)$, where $Q_1 \times Q_2 = Q_1 \times Q_2$, $q_0 = (q_0, q_0)$, $F_1 \times F_2 = F_1 \times F_2$, $\sigma_1 \times \sigma_2 = \sigma_1 \times \sigma_2$, $\sigma_1 \times \sigma_2((q_1, q_2), (a_1, a_2)) = (\sigma_1(q_1, a_1), \sigma_2(q_2, a_2))$. The accepting language of $A_1 \times A_2$ is the product of $L(A_1)$ and $L(A_2)$.

In other words, the language accepted by the product is the subset of $\Sigma_3^*$ such that the projection of each element onto $\Sigma_3^1$ and $\Sigma_3^2$ is accepted by the respective automaton. This construction can be extended to define the accepting language of multiple DFAs.

We often use linear temporal logic (LTL) notion to succinctly express regular specifications. In particular, we write $\Box^n F$ to express bounded reachability property that within a finite bound $n$ a set satisfying $F$ is visited. Similarly, we write $\Diamond^n F$ to express unbounded reachability and property that no state violating $F$ is visited within $n$ steps. We write $\Box F$ and $\Diamond F$ to capture unbounded reachability and invariance, respectively.

**Problem Definition**

For ease of presentation, we focus on the network of two components connected in a feedback loop as shown in Fig. 3. Our proofs can be extended to general networks in a straightforward fashion. We are given an MDP network $(\mathcal{G}, \mathcal{E})$ and components $G_i = (S_i, s_{0i}, A_i, B_i, \mathbf{P}_i, L_i)$. We are also given a local specification $\phi_i$, modeled as a DFA $A_i = (Q_i, q_0, F_i, \Sigma_3^i, \sigma^i)$, for each component $G_i$ for $i = \{1, 2\}$. Without loss of generality, we assume that the states $F^1$ and $F^2$ of $A_1$ and $A_2$, are absorbing, thus we can interpret the global specification $\phi = \phi_1 \land \phi_2$ as reaching the accepting state $F^1 \times F^2$ in the product $A = A_1 \times A_2$.

A policy is a recipe to select actions. We represent the policies of both controllers as a pair of policies. In particular, we distinguish between the following three classes of policies:

- **Policies with full state information.** The set $\Pi_f$ of policies with full state information consists of policy pairs $(\mu_1, \mu_2)$ having the form $\mu_i = (j_{i1}, j_{i2}, j_{i3}, \ldots)$ where $\mu_{in} : S_i \times S_2 \rightarrow A_i$ selects the input actions at time $n$ for component $i$ based on the full state information of both components.

- **Policies with no communication.** The set $\Pi_n$ of policies with no communication consists of policy pairs $(\mu_1, \mu_2)$ having the form $\mu_i = (j_{i1}, j_{i2}, j_{i3}, \ldots)$ where $\mu_{in} : S_i \rightarrow A_i$, for $i \in \{1, 2\}$ and $n \geq 0$, selects the input action for component $i$ based only on its local state.

- **Policies with limited communication.** The set $\Pi_l$ of policies with limited communication consists of policy pairs $(\mu_1, \mu_2) \in \Pi_l$ having the form $\mu_i = (j_{i1}, j_{i2}, j_{i3}, \ldots)$ with $\mu_{in} : S_i \times Q_{3-i} \rightarrow A_i$, with $i \in \{1, 2\}$, selects the input action for component $i$ based on the specification automaton state of the other component $3-i$.

Note that these definitions allow policies to be time-dependent: $\mu_{in}$ for selecting the input action of $G_i$ depends also on the time index $n$. This general form is needed to
capture optimal policies for finite-horizon specifications. For infinite-horizon specifications, the policies can be chosen to be stationary (time-independent), and can also be chosen as limits of time-dependent policies.

**Lemma 5.** We have that $\Pi_n \subseteq \Pi_1 \subseteq \Pi_f$. Therefore, the following inequality holds for any global specification $\phi$ defined on the joint state evolution of the network:

$$\sup_{\mu \in \Pi_n} \mathbb{P}^{\mu}(\phi) \leq \sup_{\mu \in \Pi_1} \mathbb{P}^{\mu}(\phi) \leq \sup_{\mu \in \Pi_f} \mathbb{P}^{\mu}(\phi),$$

where $\mathbb{P}^{\mu}(\phi)$ is the probability of satisfying $\phi$ when policy $\mu$ is implemented in the MDP network.

**Theorem 6 (Policies and Complexity).** The optimal policy with full state information can be computed in polynomial time, while the problem of computing optimal policy with limited or no observation is undecidable for infinite horizon objectives and NP-hard for fixed-horizon problems.

**Assumption 7.** For taking action at each time step $n$, the component $G_i$ of the Markov game $\mathcal{G} = \{G_1, G_2, \ldots, G_n\}$ do not have access to the exact state trajectories $s_j(0), s_j(1), \ldots, s_j(n)$ of other components, but it has knowledge of all labeling functions $L_j: S_i \rightarrow \Sigma_k^j$ and the labels $L_j(s_j(0)), L_j(s_j(1)), \ldots, L_j(s_j(n))$ along the trajectories of the neighboring components $G_j \in B_k$ either through communication or observation. Component have policies under which the local properties are satisfied with positive probability. Moreover, the components are aware of coarse abstractions of their neighboring components modeled with Kripke structures $M_i = (S_i, I_i, R_i, L_i)$, and observe the transitions in these abstract models.

For example, in robotic applications, this assumption could be seen as knowing the mission of other robots and observing which part of the environment they move to in each time step, but not knowing their exact location, their velocity or other physical variables.

A policy that maximizes the satisfaction probability $\mathbb{P}^{\mu}(\phi)$ will be in general a member of $\Pi_f$ that requires the knowledge of the state of the neighboring Markov games. Under Assumption 7, we have restricted the class of policies to have only knowledge of the labels of their neighbors. This limited observation necessitates finding policies for partially observed MDPs (POMDPs).

Computing exact optimal policies on POMDPs requires constructing a belief state, which allows a POMDP to be formulated as an MDP that models the evolution of the belief state (Kaelbling, Littman, and Cassandra 1998). The resulting belief MDP is defined on a continuous state space (even if the original POMDP has a finite state space). This makes the exact solution of the problem computationally tractable (Kaelbling, Littman, and Cassandra 1998; Littman, Cassandra, and Kaelbling 1995). We develop an approximation method by considering the worst-case scenario of the neighboring components under the assumption that we have unlimited control for simulating each MDP in the network.

**Problem 8 (Compositional Synthesis).** Given components $G_i = (S_i, s_{0i}, A_i, B_i, P_i, L_i)$, their local specifications $\phi_i$ modeled as DFA $A_i = (Q_i, q_0, F_i, \Sigma_i, \delta_i)$, their coarse abstractions modeled with a Kripke structure $M_i = (S_i, I_i, R_i, L_i)$ for $i \in \{1, 2\}$, and a bound $p_{\min}$, find policies $(\mu_1, \mu_2) \in \Pi_f$ under Assumption 7 such that

$$\mathbb{P}^{\mu_1, \mu_2}(\phi_1 \land \phi_2) \geq p_{\min}.$$

**Remark 9.** Our first observation is that for the theoretical results, one can take the product of the DFA $A_j$ and the Kripke structure $M_j$ and use the product state for the policy synthesis. Note that the non-determinism in the product originates from the coarse abstraction and will be resolved adversarially by taking the worst-case over the non-deterministic transitions. Therefore, we consider only DFA $A_j$ without $M_j$ for derivations in the next section.

Closed-form models of systems are often unavailable or too complex to reason about directly. Model-free reinforcement learning (Sutton and Barto 2018) is a sampling-based approach to synthesize controllers that compute the optimal policies without constructing a full model of the system, and hence are asymptotically more space-efficient than model-based approaches. To solve both of aforementioned problems, we develop a sound assume-guarantee based RL algorithm for the compositional synthesis problem.

**Assume-Guarantee RL.** We start by presenting the dynamic programming formulation of the probability of satisfying the global specification $\phi = \phi_1 \land \phi_2$. When considering the joint state evolution of the Markov games and their DFAs $\{(s_i(n), q_i(n)), n \geq 0\}$, this probability is

$$\mathbb{P}^{\mu_1, \mu_2}(\phi_1 \land \phi_2) = \mathbb{E}^{\mu_1, \mu_2}[\sum_{n=0}^{\infty} \mathbb{1}(q_1(n) \in F_1 \land q_2(n) \in F_2)].$$

The infinite sum on the right-hand side can be interpreted as the limit of the partial sum whose expectation can be denoted by $v_n = \mathbb{E}^{\mu_1, \mu_2}[\sum_{k=0}^{n} \mathbb{1}(q_1(k) \in F_1 \land q_2(k) \in F_2)]$ with $n \geq 0$ such that

$$\mathbb{P}^{\mu_1, \mu_2}(\phi_1 \land \phi_2) = \lim_{n \to \infty} v_n. \quad (3)$$

The values $v_n$ are generally computed recursively as a function of states $(s_1, s_2, q_1, q_2)$. To get $\mathbb{P}(\phi_1 \land \phi_2)$ for an initial
state $s_0 = (s_{01}, s_{02})$, we need to evaluate the right-hand side at $(s_{01}, s_{02}, q_{01}, q_{02})$. We can use dynamic programming to characterize $v_n$, which gives $v_0(s_1, s_2, q_1, q_2) = 1(q_1 \in F_1)1(q_2 \in F_2)$, and $v_{n+1}(s_1, s_2, q_1, q_2)$ equals 1 if $(q_1, q_2) \in F_1 \times F_2$ and equals

$$E^{\mu_1, \mu_2}(v_n(s_1, s_2, q_1, q_2) | s_1, s_2, q_1, q_2)$$

otherwise, where $q_i = \sigma_i(q_i, L_i(s_i))$, $i \in \{1, 2\}$. The expectation is taken over the one-step transition probability matrices of the product MDP under the policies $(\mu_1, \mu_2)$. The optimal policies that maximize $E(\phi_1 \land \phi_2)$ are obtained by maximizing the right-hand side of (4) with respect to $(\mu_1, \mu_2)$. This will give policies $\mu_1(s_1, s_2, q_1, q_2)$ and $\mu_2(s_1, s_2, q_1, q_2)$ that belong to $\Pi_f$ and require full state information. Since local MDPs have only access to limited observations and will use policies from $\Pi_f$, we discuss in the following how such policies can be designed using the framework of stochastic games.

Similar to the value functions $v_n$ in (4) for the specification $\phi_1 \land \phi_2$, let us define local value functions $v^{l1}_n$ and $v^{l2}_n$ as $v^{l1}_n(s_1, q_1, q_2) = v^{l2}_n(s_2, q_1, q_2) = 1$ for all $q_1 \in F_1, q_2 \in F_2, s_1 \in S_1, s_2 \in S_2$ and $n \in \mathbb{N}_0$, and

$$v^{l1}_{n+1}(s_1, q_1, q_2) =$$

$$\min_{\ell \in a_1} \max_{s_2 \in L^{\ell}_{2}(q_2)} \sum_{s_1} v^{l1}_n(s_1, q_1, q_2) \mathbb{P}(s_1, a_1, s_2, s_1),$$

$$v^{l2}_{n+1}(s_2, q_1, q_2) =$$

$$\min_{\ell \in a_2} \max_{s_1 \in L^{\ell}_{1}(q_1)} \sum_{s_2} v^{l2}_n(s_2, q_1, q_2) \mathbb{P}(s_2, a_2, s_1, s_2),$$

where $L^{\ell}_{1}(q_1)$ is the set of all one step reachable labels $\ell$ from current state of the automaton $q_1$, $L^{\ell}_{1}(q_1) := \{\ell \mid \sigma_i(q_i, \ell) \neq \emptyset\}$, and $v^{l1}_n(s_1, q_1, q_2) = v^{l2}_n(s_2, q_1, q_2) = 0$ for all $(q_1, q_2) \notin F_1 \times F_2$, with $q_i = \sigma_i(q_i, L_i(s_i)), i \in \{1, 2\}$. The value function $v^{l}_n$ depends on the local state $(s_i, q_i)$ and the information received from the neighboring component encoded in $q_{3-i}, i \in \{1, 2\}$. Intuitively, these value functions give a lower bound on the probability of satisfying the local specification within the time horizon $n$.

We next show that the computation of value functions in (4) can be decomposed into the computation of local value functions $v^{l1}_n$ and $v^{l2}_n$. The product of these local value functions gives a lower bound for the original value functions of (4). Each local value function gives a local policy that produces local actions only based on the limited observations available locally.

**Theorem 10.** The value functions $v_n, v^{l1}_n, v^{l2}_n$ defined in (4),(5),(6) satisfy the inequality

$$v_n(s_1, s_2, q_1, q_2) \geq v^{l1}_n(s_1, q_1, q_2)v^{l2}_n(s_2, q_1, q_2),$$

for all $n \in \mathbb{N}_0$ and all $s_1, s_2, q_1, q_2$. Moreover, the policy $(\mu_{10}, \mu_{11}, \mu_{20}, \mu_{21}) \in \Pi_l$ computed as $\mu_{1i} : S_i \times Q_i^1 \times Q_i^2 \rightarrow A_i, i \in \{1, 2\}$ that maximizes the right-hand sides of (5)–(6) will generate the obtained lower bound for the value of the global game $v_n$:

$$E^{\mu_{10}, \mu_{11}, \mu_{20}, \mu_{21}}(\phi_1 \land \phi_2) \geq \lim_{n \rightarrow \infty} v^{l1}_n \times v^{l2}_n.$$  

**Assume-Guarantee Interpretation**

**Theorem 11.** Let $\mathbb{G}^n F$ denote reachability to a set $F$ within finite time bound $n$, and suppose policies $\mu_1, \mu_2$ are given, and according to Assumption 7 there are runs of the systems $(s_1(0), \ldots, s_1(n))$ and $(s_2(0), \ldots, s_2(n))$ that satisfy respectively $\mathbb{G}_F^n 1$ and $\mathbb{G}_F^n 2$.

$$E^{\mu_{10}, \mu_{20}}(\mathbb{G}_F^n 1 \land \mathbb{G}_F^n 2) \geq$$

$$\inf_{(s_2(0), \ldots, s_2(n)) \in F_2} E^{\mu_1} \mathbb{G}_F^n 1 | s_2(0), \ldots, s_2(n) \times \inf_{(s_1(0), \ldots, s_1(n)) \in F_1} E^{\mu_2} \mathbb{G}_F^n 2 | s_1(0), \ldots, s_1(n).$$

where the infimum is taken over the set of satisfying runs:

$$\Gamma_i := \{(s_i(0), \ldots, s_i(n)) \mid (L_i(s_i(0)), \ldots, L_i(s_i(n))) = \mathbb{G}_F^n 1\}.$$

**Proof.** When the policies are given, the definition of $v^l$ reduces to

$$v^l_{n+1}(s_1, q_1, q_2) =$$

$$\begin{cases} 1 & \text{if } (q_1, q_2) \in F_1 \times F_2 \\ \min_{a_2} \min_{s_2} \{v^l_n(a_2, q_2) : \mathbb{P}(s_2, a_2, s_1, s_2) \} + \min_{a_1} \min_{s_1} \{v^l_n(a_1, q_1) : \mathbb{P}(s_1, a_1, s_2, s_1) \} & \text{if } (q_1, q_2) \notin F_1 \times F_2, \end{cases}$$

This recursive definition is exactly the computation of $v^l_n$ defined as $v^l_n(s_1, q_1, q_2) = 0$ if there is no sequence $(s_2(0), \ldots, s_2(n))$ satisfying $\mathbb{G}_F^n 2$ when the automaton $A_2$ is initialized at $q_2$. Otherwise, $v^l_n(s_1, q_1, q_2) = \inf_{(s_2(0), \ldots, s_2(n))} \mathbb{G}_F^n 1 | s_2(0), \ldots, s_2(n)$. This concludes the proof considering the fact that $E^{\mu_{10}, \mu_{20}}(\mathbb{G}_F^n 1 \land \mathbb{G}_F^n 2) = v_n(s_1, s_2, q_10, q_20)$ and combining it with inequality (7).

**Corollary 12.** By taking the limit $n \rightarrow \infty$ from the inequality (9) and then optimizing with respect to policies, we get the following result under Assumption 7:

$$\sup_{(\mu_{11}, \mu_{20}) \in \Pi_l} E^{\mu_{11}, \mu_{20}}(\mathbb{G}_F^n 1 \land \mathbb{G}_F^n 2) \geq$$

$$\sup_{\mu_1 \in \Pi_f} \inf_{(s_2(0), s_2(1), \ldots) \in \mu_{20}} E^{\mu_1} \mathbb{G}_F^n 1 | s_2(0), s_2(1), \ldots \times \inf_{\mu_2 \in \Pi_f} \sup_{(s_1(0), s_1(1), \ldots) \in \mu_{11}} E^{\mu_2} \mathbb{G}_F^n 2 | s_1(0), s_1(1), \ldots.$$

**The Case of No Communication**

When there is no communication between the individual components, the policy $(\mu_{11}, \mu_{20})$ will be in the set $\Pi_l$; each component takes action using only the information of its own state and considering the worst case behavior of the other components. Since there is no interaction between the subsystems, the optimization now targets the entire set of labels $\Sigma^2_3$ instead of just the labels one-step reachable on the automaton state $\ell \in L^2_1(q_2)$. The satisfaction probability computed under no-communication will be lower than the probability under limited communication, as formalized next.
Theorem 13. We have that
\[
\sup_{(\mu_1, \mu_2) \in \Pi_n} \mathbb{P}^{\mu_1, \mu_2}(\phi_1 \land \phi_2) \geq \left[ \sup_{\mu_1} \inf_{s_2 \in S_2} \mathbb{P}^{\mu_1}(\phi_1) \right] \cdot \left[ \sup_{\mu_2} \inf_{s_1 \in S_1} \mathbb{P}^{\mu_2}(\phi_2) \right],
\]
where the first term in the right-hand side is computed fully on the $G_1$ by assuming that the state of $G_2$ can be anywhere in its state space (similarly for the second term). Moreover, the lower bound in (10) improves the one in (11).

Putting it All Together

Theorems 10 and 11 provide a lower bound for the complete system based on values computed for the individual components via (5) and (6). Each of these equations represents a game (see Fig. 4) where the minimizing player first selects a label, the maximizing player then selects an action, and the minimizing player finally resolves the state of their component. This game can be solved via RL and the policy extracted for the corresponding component is the one used by the maximizing player.

Case Studies

We provide a range of case studies to showcase the capability of the assume-guarantee RL approach. We employ Minimax-Q Learning (Littman and Szepesvari 1996) (detailed in (Kazemi et al. 2023)) and its deep learning extension to compute policies for each of the components that maximizes the lower bound on the global satisfaction of the objective. The computations are performed on a laptop with Intel(R) Core(TM) i7-8650U CPU @ 1.90GHz, and 16GB RAM.

Multi-Agent Grid World

Consider a $4 \times 3$ grid with two agents located at the center-top and center-bottom of the grid. The task for agents is to swap positions while avoiding each other. Due to the deterministic nature of the agent movements, the probability of satisfying such a specification is expected to be one, and the task of the learning is to find a policy that satisfies such a specification. Note that collision avoidance requires some form of communication between agents. We decompose the specification into two assume-guarantee specifications

$\phi_1 = (A_2 \Rightarrow \Box B_1)$ and $\phi_2 = (A_1 \Rightarrow \Box B_2),$

where $A_i$ indicates the knowledge of the path of agent $i$, and $B_i$ is its target location, for $i \in \{1, 2\}$. The optimal policy for the first agent is to go left, then up for three time steps, and then turn right (Red arrow in Fig. 5 Left). The other agent’s optimal policy is to go right, then down for three time steps, and then turn left (blue arrow in Fig. 5 Left).

Using both minimax-Q learning and deep minimax-Q learning, we successfully learn the optimal policies of agents. Note that since the two agents have the same dynamics, and

\footnote{The implementation is available at https://doi.org/10.5281/zenodo.10377136}

Figure 5: Multi-Agent Grid World. Left: Learned (optimal) policy for both agents. Right: The probability of satisfaction computed with policies learned in each training step.

the grid-world environment and the specifications and symmetric, we are able to learn the policy of one agent and use this symmetry to get the policy of the other agent. Fig. 5 Right shows the satisfaction probability as a function of training step. In training steps $i \times 10^5$, $i \in \{0, 1, 2, 3, 4, 5\}$, we apply to the agents the policies learned up to that training step, and estimate the satisfaction probability empirically using Monte-Carlo simulations. The learning procedure takes 10 minutes. Since both the agent and the policies are deterministic in this case study, the satisfaction probability is either zero or one. The initial random policy does not satisfy the specification and the learning finds the optimal policy.

Room Temperature Control

Consider a network of rooms that are in a circular topology as in Fig. 6. Each room has a heater and its temperature is affected by the temperature of two adjacent rooms. The evolution of temperature adapted from the work by (Meyer, Girard, and Witrant 2017), can be described as

$T_{k+1}^j = T_k^j + \alpha(T_k^{j+1} + T_k^{j-1} - 2T_k^j) + \beta(T^e - T_k^j) + \gamma(T^h - T_k^j)\mu_k^j,$

where $T_k^j$ is the $j$th room temperature at time step $k$, $T^e = -1$ is the outside temperature, $T^h = 50$ is the heater temperature, $\mu_k^j \in [0, 1]$ is the control input. The conduction factors are $\alpha = 0.45$, $\beta = 0.045$, and $\gamma = 0.09$. The local specification for the $j$th room is

$\phi_j = \Box^n(T^j \in [17, 23]) \land \Box^n(T^j \in [21, 22]),$

with $n = 40$ time steps. Note that the dynamics of the agents, the topology of the network, and the local specifications are symmetric. Therefore, we train once with three agents to maximize the probability $\mathbb{P}(\phi_j)$ with the assumption that rooms $(j-1)$ and $(j+1)$ satisfy respectively $\phi_{j-1}$ and $\phi_{j+1}$. We use deep minimax-Q learning to learn the policies, which took 10 minutes. Fig. 6 shows the empirical satisfaction probability (with a 95% confidence interval) as a function of training step by running 1000 Monte-Carlo simulations under the policy learned at each training step.

Traffic Lights Control

Consider the traffic intersection signal control problem for the kind of networks shown in Fig. 2 with $n^2$ intersections
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Figure 6: Room Temperature Control. Top: Sixteen rooms in a circular topology. Bottom: The probability of satisfaction computed with policies learned in each training step.

each with a traffic light. The goal is to design policies to change the colors of the traffic lights. The desired property is to keep the number of cars behind each traffic light at most 20 in the next 100 time steps: $\phi = \land_{i=1}^{n^2} \phi_i$ with

$$\phi_i = \Box^{100} (\text{cars behind the } i^{th} \text{ intersection is at most 20}).$$

A centralized approach for controlling the traffic light is not scalable for large traffic networks. We decompose the network into $n^2$ intersections as agents with the properties $\phi_i$. The goal of each agent is to maximize $P(\phi_i)$ under the assumption that the neighboring intersections satisfy their local specifications. The information communicated to each agent from other neighboring agents is the following: number of cars behind the traffic light is less than 10 cars, between 10 and 20 cars, or more than 20 cars.

We utilize the symmetric properties of the traffic network and use deep minimax-Q learning. The learning procedure takes 100 minutes. Fig. 7 shows the empirical satisfaction probability (with 95% confidence interval) as a function of training step by running 1000 Monte-Carlo Simulations under the policy learned in each training step.

**Related Work**

To address the complexity of large scale systems one approach is to decompose the system into subsystems or the general task into sub-tasks. There is a large body of literature about decomposing tasks into sub-tasks (Pnueli 1985; Benveniste et al. 2018; Chen et al. 2019; Eqtami and Girard 2019). Given a large-scale system decomposed into subsystems with their own sub-tasks, the question is to synthesize controllers for these subsystems to satisfy the global specification. Assume-guarantee reasoning intends to design controllers for the subsystems assuming the environment behaves in a certain way (the assumption). We, then, need to make sure the environment actually satisfies the assumption. The design of local policies has been studied in several disciplines (Amato and Ollehoek 2015; Guestrin, Koller, and Parr 2001; Matignon, Laurent, and Le Fort-Piat 2012; Hammond et al. 2021; Jothismurugan et al. 2021; Abate et al. 2021; Yang and Gu 2005; Vinyals et al. 2019). In machine learning, this problem is considered as the policy synthesis for partially observable MDPs; in control theory, it takes the form of control synthesis for decentralized systems; while in game theory it is treated as stochastic games with imperfect information.

Most of the research on assume-guarantee reasoning require knowing the model of the systems (Henzinger, Qadeer, and Rajamani 1998; Kwiatkowska et al. 2010). Model-based learning using the $L^*$ algorithm is proposed by Angluin Fisman (2018). The works (Bobaru, Păsăreanu, and Giannakopoulou 2008; Cobleigh, Giannakopoulou, and Păsăreanu 2003; Gheorghiu Bobaru, Păsăreanu, and Giannakopoulou 2008) utilize the $L^*$ algorithm for assume-guarantee reasoning using abstraction-refinement, where counter-examples are generated to learn policies or verification.

There is also a large body of literature on decentralized control of dynamical systems, in which controllers are designed locally (Malikopoulos, Cassandras, and Zhang 2018; Bakule 2008; Siljak 2011; Lavaei, Soudjani, and Zamani 2019; Zhang, Wu, and Lin 2016). The goal is to find a controller with the same performance as provided by a centralized controller. The assume-guarantee reasoning follows the same goal as persistence monitoring problem. One can consider the automaton associated with every subsystem as an event-trigger system. A controller is designed by just knowing the events of other subsystems.

Another paradigm is to model the system as partially observable Markov decision processes (POMDPs) or partially observable Markov games (Hansen, Bernstein, and Zilberstein 2004; Brown and Sandholm 2018). For collaborative agents, the state labels of other subsystems are imperfect information available for the policy synthesis. However, the
problem of finding optimal policies for POMDPs is PSPACE-hard (Mundhenk et al. 2000).

**Conclusion**

We studied the problem of satisfying temporal properties modeled by deterministic finite automata (DFA) on systems with inherent structures. A number of well-established formal languages, including linear temporal logic (LTL) on finitary traces, co-safe LTL, and LTL with only past operators, can be compiled into DFA. We provided a modular data-driven approach that uses local RL on assume-guarantee contracts and used the dynamic programming characterization of the solution to prove a lower bound for the satisfaction probability of the global specification. The agent utilizes the information it receives through communication and observing transitions in a coarse abstraction of neighboring systems. In the future, we plan to go beyond specifications captured by DFA and extend our approach to full LTL specifications using approximation methods with formal guarantees.
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